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Abstract. Given a locally constant linear cocycle over a subshift of finite type, we

show that the existence of a uniform gap between the i-th and (i+1)-th Lyapunov

exponents for all invariant measures implies the existence of a dominated splitting

of index i. We establish a similar result for sofic subshifts coming from word

hyperbolic groups, in relation with Anosov representations of such groups. We

discuss the case of finitely generated semigroups, and propose a notion of Anosov

representation in this setting.

1. Introduction

The aim of this paper is to illustrate the idea that certain approaches coming from
discrete subgroups of Lie groups may be useful to study linear cocycles in dynamics,
while conversely the point of view of cocycles may be interesting to understand dis-
crete subgroups and subsemigroups of Lie groups. For this we focus on three related
but somewhat independent topics, whose common feature is to involve eigenvalue
gaps for sequences of matrices.

1.1. Dominated splittings for locally constant cocycles and Lyapunov ex-
ponents. The first topic of the paper is dominated splittings. Using ideas from
the theory of discrete subgroups of Lie groups, we obtain the following characteri-
zation in terms of the Lyapunov exponents of invariant measures (see Section 2 for
definitions).

Theorem 1.1. Let X be a subshift of finite type and (σ,Φ) a locally constant cocycle
over X, where σ : X → X is the shift and Φ : X → GL(d,R) for some d ∈ N∗.
For 1 ≤ i ≤ d − 1, the cocycle (σ,Φ) has a dominated splitting of index i if and
only if there exists c > 0 such that for every ergodic σ-invariant measure ν on X the
difference between the i-th and (i+ 1)-th Lyapunov exponents of ν is ≥ c.

It is easy to show that if (σ,Φ) has a dominated splitting of index i, then there
exists c > 0 such that for every ergodic σ-invariant measure ν on X, the difference
between the i-th and (i+ 1)-th Lyapunov exponents of ν is ≥ c (Fact 2.5); the point
of Theorem 1.1 is the converse.

Note that in Theorem 1.1 we do not make any irreducibility assumption on the
image of Φ; the proof involves a reduction to a sum of irreducible actions (semisim-
plification) inspired by [GGKW]. Theorem 1.1 actually holds for cocycles with values
in any noncompact reductive linear Lie group G (see Section 6).
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In Section 3.4 we give an example showing that in general it is necessary for the
gap in Lyapunov exponents to be uniform in order to have a dominated splitting,
although in certain specific cases (e.g. in dimension d = 2) this can be relaxed. We
note that our proof of Theorem 1.1 only uses the a priori weaker hypothesis that there
is a uniform gap of Lyapunov exponents for periodic measures (see Theorem 3.1),
but this is in fact equivalent by [Kal, Th. 1.4].

In dimension d = 2, Theorem 1.1 follows from a stronger result due to Avila–
Bochi–Yoccoz [ABY]. In a recent note, Velozo [Ve] extended this result to the case
of two-dimensional cocycles that are not necessarily locally constant, but satisfy a
weaker assumption of fiber bunching ; this assumption is necessary (see [BGa, Bu, Pa]
for more details). Other recent interesting related results can be found in the paper
[BS] of Breuillard–Sert or pointed out in some questions in [Bo]. See also the end of
Section 2.4 for further discussion.

1.2. Eigenvalue gaps for representations of finitely generated groups. The
second topic of the paper is group representations with a uniform gap in the ex-
ponential growth rate of eigenvalues. Let Γ be a group with a finite generating
subset F . Let | · |F : Γ → N be the word length and | · |F,∞ : Γ → N the stable
length of Γ with respect to F (see Section 4.1). For g ∈ GL(d,R), we denote by
µ1(g) ≥ · · · ≥ µd(g) (resp. λ1(g) ≥ · · · ≥ λd(g)) the logarithms of the singular values
(resp. of the moduli of the eigenvalues) of g. For 1 ≤ i ≤ d − 1, we say that a
representation ρ : Γ → GL(d,R) has a uniform i-gap in singular values (resp. in
eigenvalues) if there exist c, c′ > 0 such that µi(ρ(γ))−µi+1(ρ(γ)) ≥ c |γ|F −c′ (resp.
λi(ρ(γ)) − λi+1(ρ(γ)) ≥ c |γ|F,∞ − c′) for all γ ∈ Γ; this condition does not depend
on the choice of F (see Remark 4.1). We say that Γ is word hyperbolic if its Cayley
graph is Gromov hyperbolic. With this terminology, we prove the following.

Proposition 1.2. Let Γ be a word hyperbolic group and let 1 ≤ i < d be integers. A
representation ρ : Γ→ GL(d,R) has a uniform i-gap in eigenvalues if and only if it
has a uniform i-gap in singular values.

Proposition 1.2 answers a question of [BPS]. By a result of Kapovich–Leeb–Porti
[KLP2] (Fact 4.5, for which an alternative proof was given in [BPS]), the repre-
sentations of Γ with a uniform i-gap in singular values are exactly the so-called
Pi-Anosov representations of Γ, which play an important role in higher Teichmüller
theory (see e.g. [Kas2, § 4.3] and [Wi, § 3.3]). Their images are discrete subgroups
of GL(d,R) with good dynamical, geometric, and topological properties: see e.g.
[L, GW, BCLS, KLP, GGKW, DGK, Z]. Thus Proposition 1.2 yields a new charac-
terization of Anosov representations of Γ (Corollary 4.6), as announced in [Kas2, Po].
See Section 6 for a generalization to representations to any noncompact reductive
linear Lie group. Note that representations with a uniform i-gap in singular values
are also called i-dominated representations in [BPS].

The equivalence in Proposition 1.2 becomes more subtle when Γ is a finitely gen-
erated group that is not word hyperbolic: see Section 4.4.

Using Proposition 1.2, we obtain an analogue of Theorem 1.1 for locally constant
cocycles over certain sofic subshifts which are not necessarily of finite type, but come
from word hyperbolic groups. More precisely, for a group Γ with a finite generating
subset F as above, consider the closed subset

GF =
{

(fk)k∈Z ∈ (F ∪ F−1)Z : |fk · · · fk+`|F = `+ 1 ∀k ∈ Z, ∀` ∈ N
}

(1.1)
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of (F ∪ F−1)Z (where G stands for ‘geodesic’), with the shift σ : GF → GF . For
any representation ρ : Γ → GL(d,R), we denote by Φρ : GF → GL(d,R) the locally
constant cocycle over σ sending (fk)k∈Z to ρ(f0)−1. We prove the following.

Theorem 1.3. Let Γ be a word hyperbolic group, let 1 ≤ i < d be integers, and
let ρ : Γ → GL(d,R) be a representation. Then the cocycle (σ,Φρ) over GF has a
dominated splitting of index i if and only if there exists c > 0 such that for every
ergodic σ-invariant measure ν on GF the difference between the i-th and (i + 1)-th
Lyapunov exponents of ν is ≥ c.

1.3. Anosov representations for finitely generated semigroups. The third
topic of the paper is semigroup representations with a uniform gap in the exponential
growth rate of eigenvalues and singular values.

Given the importance of Anosov representations in the recent study of discrete
subgroups of Lie groups and higher Teichmüller theory, it seems interesting to try to
develop a theory of Anosov representations for semigroups. For instance, the theory
of random walks has been quite developed for semigroups (see e.g. [BQ]) and it may
happen that having a uniform version allows to understand better certain phenomena
in a restricted (yet open) class.

It is not completely clear a priori how to adapt the original definition of Anosov
representations from [L, GW] to semigroups. Instead, having the use of dominated
splittings for linear cocycles in mind, we propose the following definition (see Sec-
tion 5.1).

Definition 1.4. Let Λ be a finitely generated semigroup and ρ : Λ → GL(d,R) a
semigroup homomorphism, where d ≥ 2. For 1 ≤ i ≤ d − 1, we say that ρ is Pi-
Anosov if it has a uniform i-gap in singular values. We say that ρ is Anosov if it is
Pi-Anosov for some 1 ≤ i ≤ d− 1.

Such semigroup homomorphisms have a discrete image (Remark 5.3), but can be
far from injective, and the semigroup Λ does not need to have a Gromov hyperbolic
Cayley graph. Moreover, Pi-Anosov does not imply Pd−i-Anosov in general: see
Section 5.7 for differences with the group case.

Using dominated splittings for linear cocycles naturally associated to semigroup
homomorphisms, we construct boundary maps for Anosov semigroup homomor-
phisms (Section 5.4) and prove that under some condition, which we call prop-
erty (D), the space of Pi-Anosov semigroup homomorphisms is an open subset of
Hom(Λ,GL(d,R)) (Section 5.5). Similarly to Proposition 1.2, we show that under
some additional condition, which we call property (U), a semigroup homomorphism
is Pi-Anosov if and only if it has a uniform i-gap in eigenvalues (Section 5.6).

In the case of completely simple semigroups, i.e. semigroups Λ that have no two-
sided ideals other than themselves but possess minimal one-sided ideals, we prove
that properties (D) and (U) are satisfied as soon as Anosov representations of Λ
exist, and that in this case there are strong similarities with the theory of Anosov
representations for groups.

Proposition 1.5. Let Λ be a finitely generated, completely simple semigroup. If Λ
admits an Anosov representation into some GL(d′,R) with d′ ≥ 2, then the Cayley
graph of Λ is Gromov hyperbolic, and any infinite-order element γ ∈ Λ has a unique
attracting fixed point η+

γ in the Gromov boundary ∂Λ of Λ. In this case, for any
integers 1 ≤ k < d and any semigroup homomorphism ρ : Λ → GL(d,R), the
following are equivalent:
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(1) ρ is Pk-Anosov;
(2) ρ is Pd−k-Anosov;
(3) there exist continuous ρ-equivariant dynamics-preserving boundary maps

ξ : ∂Λ → Grk(Rd) and ξ′ : ∂Λ → Grd−k(Rd) which are compatible and
transverse, and µk(ρ(γn))− µk+1(ρ(γn))→ +∞ for any sequence (γn)n∈N of
pairwise distinct elements of Λ;

(4) ρ has a uniform k-gap in eigenvalues.

Moreover, Pk-Anosov representations form an open subset of Hom(Λ,GL(d,R)).

In (3), following [GGKW], we say that ξ (resp. ξ′) is dynamics-preserving if for
any infinite-order element γ ∈ Λ, the image by ξ (resp. ξ′) of the attracting fixed
point η+

γ of γ in ∂Λ is an attracting fixed point of ρ(γ) in Grk(Rd) (resp. Grd−k(Rd)).
We say that ξ : ∂Λ → Grk(Rd) and ξ′ : ∂Λ → Grd−k(Rd) are compatible if for
any η ∈ ∂Λ, the k-plane ξ(η) and the (d − k)-plane ξ′(η) intersect in a plane of
dimension min(k, d− k). We say that they are transverse if for any η, η′ ∈ ∂Λ such
that γ · η 6= γ · η′ for some γ ∈ Λ, the k-plane ξ(η) and the (d − k)-plane ξ′(η′)
intersect trivially.

Fountain–Kambites [FK] proved that for completely simple semigroups Λ, the Gro-
mov hyperbolicity of the Cayley graph of Λ is equivalent to a notion of hyperbolicity
for Λ introduced by Gilman [Gi] (see also [DG]) in language-theoretic terms.

1.4. Organization of the paper. In Section 2 we recall basic definitions and useful
facts on linear cocycles and their dominated splittings, and on limit cones of singular
values and eigenvalues. In Section 3 we prove Theorem 1.1 and give an example
showing that the uniformity of the Lyapunov exponent gap for periodic orbits is
necessary. In Section 4 we establish Proposition 1.2 and Theorem 1.3. In Section 5
we treat the case of finitely generated semigroups, and in particular prove Proposi-
tion 1.5. Finally, in Section 6 we extend some of our results from GL(d,R) to any
noncompact reductive linear Lie group G.

2. Preliminaries

In the whole paper, we fix an integer d ≥ 1 and denote by ‖ · ‖ the standard
Euclidean norm on Rd. For a matrix g ∈ GL(d,R) we denote by λ1(g) ≥ . . . ≥ λd(g)
the logarithms of the moduli of the (complex) eigenvalues of g, and by µ1(g) ≥
. . . ≥ µd(g) the logarithms of the singular values of g, i.e. half the logarithms of the
eigenvalues of ggt. This defines continuous maps{

λ = (λ1, . . . , λd) : GL(d,R) −→ Rd,
µ = (µ1, . . . , µd) : GL(d,R) −→ Rd, (2.1)

respectively called Lyapunov (or Jordan) projection and Cartan projection.

Remark 2.1. For any g ∈ GL(d,R), the operator norm ‖g‖ is equal to eµ1(g). In
particular, µ1(gg′) ≤ µ1(g) + µ1(g′) for all g, g′ ∈ GL(d,R).

2.1. Subshifts. Fix an integer N > 0. We denote by Σ the full shift space on N
elements, that is, Σ = {1, . . . , N}Z. It is compact for the product topology. The shift
on Σ is the continuous map σ : Σ → Σ given by shifting the sequence one position
to the left: namely, σ(x) = y where x = (xk)k∈Z ∈ Σ and y = (yk)k∈Z ∈ Σ satisfy
yk = xk+1 for all k ∈ Z.
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A σ-invariant closed subset of Σ, endowed with the restriction of σ, is called a
subshift. We shall be mainly interested in subshifts of finite type, i.e. of the form

ΣA =
{
x = (xk)k∈Z ∈ Σ : axk,xk+1

= 1 ∀k ∈ Z
}

where A = (ai,j)1≤i,j≤N is an N × N matrix whose entries are 0’s and 1’s. These
subshifts are sometimes also called Markov shifts.

In this paper, as often in the literature, we shall make a certain irreducibility
assumption on the matrix A by imposing the existence of n0 > 0 such that for every
n ≥ n0 the matrix An has all its entries positive. Typically, one reduces any subshift
of finite type to such irreducible ones by decomposing A into blocks: see [LM].

Other interesting subshifts are sofic subshifts, which include in particular the sub-
shifts GF associated with word hyperbolic groups, as in Section 1.2. We refer to
[BPS, § 5] for the definition and more details. Similarly to subshifts of finite type,
one important feature of sofic subshifts is to admit plenty of periodic orbits, which
in some ways govern their dynamics through a specification property (Fact 2.10).

2.2. Linear cocycles. Let X be a compact metric space. A linear cocycle over X
is a pair (T,Φ) where T : X → X and Φ : X → GL(d,R) are continuous maps;
sometimes, by a little abuse of notation, we shall also say that Φ is a linear cocycle
over T . For any n ∈ N∗ we define Φ(n) : X → GL(d,R) by

Φ(n)(x) := Φ(Tn−1(x)) · · ·Φ(x) (2.2)

for all x ∈ X. We also set Φ(0)(x) = id ∈ GL(d,R) and, when T is invertible,

Φ(−n)(x) := (Φ(n)(T−n(x)))−1

for all n ∈ N∗. We then have the cocycle relation

Φ(n+m)(x) = Φ(m)(Tn(x)) Φ(n)(x)

for all x ∈ X and n,m ∈ N (and for all x ∈ X and n,m ∈ Z when T is invertible).
We can define a skew-product map F = (T,Φ) : X × Rd → X × Rd by

F(x, v) := (T (x),Φ(x)v)

for all x ∈ X and v ∈ Rd. It is easy to check that Fn(x, v) = (Tn(x),Φ(n)(x)v).

One can similarly define cocycles (T,Φ) where Φ takes values in any linear Lie
group G. We refer to [Vi] for a broad presentation of linear cocycles.

2.3. Lyapunov exponents. Let X be a compact metric space and (T,Φ) a linear
cocycle over X, where Φ : X → GL(d,R). By Oseledets’s theorem (see e.g. [Vi]),
for any ergodic T -invariant measure ν on X, there exist real numbers χ̂1(ν) > . . . >
χ̂k(ν) (with k ≤ d), called the Lyapunov exponents of ν with respect to (T,Φ), with
the property that for ν-almost every x ∈ X there exists a (possibly incomplete)
flag {0} ( Ek(x) ( . . . ( E1(x) = Rd which is (T,Φ)-equivariant (i.e. Φ(x)E`(x) =
E`(T (x)) for all x ∈ X and 1 ≤ ` ≤ k) and such that for any v ∈ E`(x) r E`+1(x),

lim
n→+∞

1

n
log ‖Φ(n)(x)v‖ = χ̂`(ν).

Ergodicity implies that the dimension of E`(x) is constant ν-almost everywhere. The
integer dimE` − dimE`+1 ≥ 1 is called the multiplicity of χ̂`(ν). Equivalently, we
can count the Lyapunov exponents with multiplicity and define

χ1(ν) ≥ χ2(ν) ≥ . . . ≥ χd(ν)
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by χi(ν) = χ̂`(ν) for all i ∈ {dimE1 − dimE` + 1, . . . ,dimE1 − dimE`+1}. We shall
use the following terminology.

Definition 2.2. A linear cocycle (T,Φ) over X has a uniform i-gap of Lyapunov
exponents if there exists c > 0 such that the Lyapunov exponents with respect to
(T,Φ) satisfy χi(ν) ≥ χi+1(ν) + c for all ergodic T -invariant measures ν on X.

2.4. Dominated splittings. Let X be a compact metric space and (T,Φ) a linear
cocycle over X, where Φ : X → GL(d,R). For 1 ≤ i ≤ d − 1, the cocycle (T,Φ)
is said to have a dominated splitting of index i (or to be i-dominated) if there exist
a continuous (T,Φ)-equivariant map Ecs : X → Grd−i(Rd) into the Grassmanian of
(d − i)-planes of Rd and constants C,C ′ > 0 such that for any n ∈ N, any x ∈ X,
and any unit vectors v ∈ Ecs(x) and w ∈ (Ecs(x))⊥,

log ‖Φ(n)(x)w‖ − log ‖Φ(n)(x)v‖ ≥ Cn− C ′. (2.3)

The map Ecs is necessarily unique (see e.g. [CP, Prop. 2.2]).

Remark 2.3. When T is invertible, this implies the existence of a continuous (T,Φ)-
equivariant map Ecu : X → Gri(Rd) such that Ecu(x)⊕ Ecs(x) = Rd for all x ∈ X.

An important property of dominated splittings is given by the following fact, which
relies on the cone-field criterion (see e.g. [CP, § 2.2] or [BPS, Th. 5.1]):

Fact 2.4. Let (T,Φ) be a linear cocycle over X with a dominated splitting of index i.
Then there exists a neighborhood U of Φ in C0(X,GL(d,R)) (for the compact open

topology) such that (T, Φ̂) has a dominated splitting of index i for all Φ̂ ∈ U .

The following is well-known; we give a proof for the reader’s convenience.

Fact 2.5. Suppose that a linear cocycle (T,Φ) over X has a dominated splitting of
index i. Then it has a uniform i-gap of Lyapunov exponents (Definition 2.2).

Proof. According to the decomposition Rd = (Ecs)⊥ ⊕ Ecs, we can write Φ as

Φ(x) =

(
A⊥(x) 0
∗ Acs(x)

)
for all x ∈ X, where (T,Acs) and (T,A⊥) are cocycles. Let ν be an ergodic T -
invariant measure on X. The Oseledets theorem gives Lyapunov exponents for each
of the cocycles (T,Acs) and (T,A⊥). The domination condition (2.3) implies that
the Lyapunov exponents of A⊥ are uniformly larger than those of Acs. It follows that
Ecs is one of the bundles in the Oseledets flag for ν and that vectors not in Ecs have
an exponential growth uniformly larger than those in Ecs, which proves the fact. �

With some further work one can show that some form of converse holds (see [CP,
§ 2.6]): if (T,Φ) has a uniform i-gap of Lyapunov exponents and if there exists a
continuous (T,Φ)-equivariant bundle Ecs : X → Grd−i(Rd) such that for any ergodic
T -invariant measure ν on X the bundle Ecs(x) coincides for ν-almost every x ∈ X
with one of the bundles of the Oseledets flag, then (T,Φ) has a dominated splitting
of index i.

It is natural to ask the following question:

Question 2.6. For a linear cocycle (T,Φ) over X, does the existence of a uniform
i-gap of Lyapunov exponents imply the existence of a dominated splitting of index i?
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When there are few T -invariant measures on X, one cannot in general expect a
positive answer, see for instance [He] (and also [AB, Vi]). The question is more
natural for transformations T : X → X with many invariant measures. Subshifts of
finite type are a prototype of those.

Theorem 1.1 gives a positive answer to Question 2.6 assuming that T is a subshift
of finite type and Φ is locally constant (i.e. Φ depends only on the 0-coordinate x0

of x = (xk)k∈Z ∈ X). On the other hand, for cocycles that are not locally constant,
even in dimension 2, the answer may be negative: see [Go, Ve]. Let us mention here
the interesting recent work of Park [Pa] which obtains a quasi-multiplicative property
(related to Fact 2.11 below) for typical fibered bunched cocycles. The approach has
its roots in previous work of Feng who established a property similar to Fact 2.11 for
certain cocycles (see [F, BM]). We also mention [Bu, § 3.3], where the existence of a
dominated splitting is obtained under some conditions on the Lyapunov spectra of a
cocycle over an Anosov flow.

2.5. A criterion for domination. For 1 ≤ j ≤ d − 1 and g ∈ GL(d,R) with
µj(g) > µj+1(g), we denote by Ξj(g) the sum of the eigenspaces of ggt corresponding

to the eigenvalues e2µ1(g), . . . , e2µj(g).

The following useful criterion for domination was introduced by Bochi–Gourmelon
[BGo], based on a criterion in dimension 2 due to Yoccoz [Y].

Fact 2.7 (Bochi–Gourmelon [BGo]). Given a compact metric space X and an integer
1 ≤ i ≤ d− 1, the property for a linear cocycle (T,Φ) over X with Φ : X → GL(d,R)
to have a dominated splitting of index i is equivalent to the existence of C,C ′ > 0
such that for any n ∈ N and any x ∈ X,

(µi − µi+1)(Φ(n)(x)) ≥ Cn− C ′. (2.4)

In this case the continuous (T,Φ)-equivariant bundle Ecs : X → Grd−i(Rd) is given,
for all x ∈ X, by

Ecs(x) = lim
n→+∞

Ξd−i
(
(Φ(n)(x))−1

)
. (2.5)

2.6. Further properties of dominated splittings. In Section 5 we shall use the
following observation, where SL±(d,R) denotes the group of elements of GL(d,R)
with determinant ±1.

Lemma 2.8. Let X be a compact metric space and 1 ≤ i ≤ d − 1 an integer. If a
linear cocycle (T,Φ) over X with Φ : X → SL±(d,R) has a dominated splitting of
index i, then

(1) there exist α0 > 0 and n0 > 0 such that for any m,n ≥ n0 and x ∈ X, the

angle between the subspaces Ξd−i
(
(Φ(m)(Tn(x)))−1

)
and Ξi(Φ

(n)(x)) of Rd,
measured in [0, π/2], is larger than α0;

(2) there exist C ′′, C ′′′ > 0 such that for any n,m ∈ N and any x ∈ X,∣∣(µ1 + · · ·+ µi)
(
Φ(n+m)(x)

)
− (µ1 + · · ·+ µi)

(
Φ(n)(x)

)∣∣ ≥ C ′′m− C ′′′;
in particular,

√
d
∥∥µ(Φ(n+m)(x)

)
− µ

(
Φ(n)(x)

)∥∥ ≥ C ′′m− C ′′′.
When T : X → X is a homeomorphism, Lemma 2.8.(1) follows from [BGo]; we

now explain how to reduce to this case by a standard “inverse limit” trick.
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Proof of Lemma 2.8.(1). Consider the compact metric space

X̂ :=
{

(xk)k∈Z ∈ XZ : T (xk) = xk+1 ∀k ∈ Z
}
,

with the shift T̂ : X̂ → X̂ sending (xk)k∈Z to (yk)k∈Z with yk = xk+1, which is a

homeomorphism. There is a natural projection π : X̂ → X given by π((xk)k∈Z) = x0.

If T is invertible, then π is a homeomorphism, conjugating T̂ to T . In general,
consider the cocycle (T̂ , Φ̂) over X̂, where Φ̂ := Φ ◦ π : X̂ → GL(d,R).

One readily checks that if (2.4) holds for all n ∈ N and x ∈ X, then the analogous

inequality also holds for (T̂ , Φ̂) for all n ∈ N and x̂ ∈ X̂. Therefore, by Fact 2.7, if

(T,Φ) admits a dominated splitting, then so does (T̂ , Φ̂), and the continuous (T̂ , Φ̂)-

equivariant bundle Êcs : X̂ → Grd−i(Rd) is given, for all x̂ ∈ X̂, by

Êcs(x̂) = lim
n→+∞

Ξd−i
((

Φ̂(n)(x̂)
)−1)

.

By Remark 2.3, there is a continuous (T̂ , Φ̂)-equivariant map Êcu : X̂ → Gri(Rd)
such that Êcu(x̂) ⊕ Êcs(x̂) = Rd for all x̂ ∈ X̂, and by applying (2.5) to the inverse
as in [BGo] we see that

Êcu(x̂) = lim
n→+∞

Ξi
(
Φ̂(n)(T̂−n(x̂))

)
for all x̂ ∈ X̂. Since X̂ is compact, by continuity there exists α0 > 0 such that for
any x̂ ∈ X̂ the angle between Êcs(x̂) and Êcu(x̂) is larger than 2α0, and further by

uniformity of the limit there exists n0 > 0 such that for any m,n ≥ n0 and x̂ ∈ X̂,
the angle between Ξd−i((Φ̂

(m)(x̂))−1) and Ξi(Φ̂
(n)(T̂−n(x̂))) is larger than α0. Then

for any m,n ≥ n0 and x ∈ X, by choosing x̂ such that π(T̂−n(x̂)) = x, we see that the

angle between Ξd−i
(
(Φ(m)(Tn(x)))−1

)
and Ξi(Φ

(n)(x)) of Rd is larger than α0. �

Proof of Lemma 2.8.(2). We may and shall assume that i = 1. Indeed, let
τi : GL(d,R) → GL(ΛiRd) be the natural representation of GL(d,R) on the i-th
exterior power ΛiRd. If (T,Φ) has a dominated splitting of index i, then (T, τi ◦ Φ)
has a dominated splitting of index 1, and for any g ∈ G the logarithm of the first
singular value of τi(g) is (µ1 + · · ·+ µi)(g).

We claim that there exists C0 > 0 such that for any n,m ∈ N and x ∈ X,

µ1

(
Φ(n+m)(x)

)
− µ1

(
Φ(n)(x)

)
≥ µ1

(
Φ(m)(Tn(x))

)
− C0. (2.6)

Indeed, by Lemma 2.8.(1), there exist n0, α0 > 0 such that for any n,m ≥ n0 and

x ∈ X the angle between Ξd−1((Φ(m)(Tn(x)))−1) and Ξ1(Φ(n)(x)) is larger than α0.
In general, for any g, h ∈ GL(d,R), we have µ1(gh) ≥ µ1(g) +µ1(h) + log sinα where
α ∈ [0, π/2] is the angle between Ξd−1(g−1) and Ξ1(h) (see e.g. [BPS, Lem. A.7]).

Applying this to g = Φ(m)(Tn(x)) and h = Φ(n)(x), so that gh = Φ(n+m)(x) by
the cocycle relation, we obtain (2.6) with C0 := | log sinα0| for all n,m ≥ n0 and
x ∈ X. On the other hand, using the fact that µ1(gh) ≥ µ1(g) − µ1(h−1) and
µ1(gh) ≥ µ1(h) − µ1(g−1) for all g, h ∈ GL(d,R) (see Remark 2.1), we obtain (2.6)

with C0 := max0≤j≤n0 maxy∈X(µ1(Φ(j)(y)) + µ1(Φ(j)(y)−1)) for all n,m ∈ N with
min(n,m) ≤ n0 and all x ∈ X.

By Fact 2.7, there exist C,C ′ > 0 such that for any m ∈ N and y ∈ X, we have
µ1(Φ(m)(y)) − µ2(Φ(m)(y)) ≥ Cm − C ′. Since Φ takes values in SL±(d,R), we have

(µ1 + · · ·+ µd)(Φ
(m)(y)) = 0 for all m ∈ N and y ∈ X, hence

µ1(Φ(m)(y)) =
1

d

d∑
i=2

(µ1−µi)(Φ(m)(y)) ≥ d− 1

d
(µ1−µ2)(Φ(m)(y)) ≥ d− 1

d
(Cm−C ′).
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This, together with (2.6), completes the proof by taking y = Tn(x) and setting
C ′′ = d−1

d C and C ′′′ = d−1
d C ′ + C0. �

2.7. Periodic orbits. For certain dynamical systems, invariant measures can be
approximated by measures associated to periodic orbits, as we now discuss.

Let X be a compact metric space and (T,Φ) a cocycle over X, where Φ : X →
GL(d,R). If a point x ∈ X is T -periodic, i.e. Tn(x) = x for some n ∈ N∗, then we

can view the matrix Φ(n)(x) as a map from {x} × Rd to itself which is linear in Rd
(recall the skew product F from Section 2.2), and so it makes sense to consider the

eigenvalues of Φ(n)(x). One can expect that their information is relevant due to the
following observation: for n a positive multiple of the period of x, the Lyapunov
exponents of the ergodic invariant measure

νx :=
1

n
(δx + . . .+ δTn−1(x)) (2.7)

with respect to (T,Φ) are the logarithms of the moduli of the eigenvalues of Φ(n)(x)
divided by n, namely (

χ1(νx), . . . , χd(νx)
)

=
1

n
λ
(
Φ(n)(x)

)
. (2.8)

This has the following direct consequence.

Fact 2.9. Suppose the linear cocycle (T,Φ) has a uniform i-gap of Lyapunov expo-
nents (Definition 2.2), with constant c > 0. Then for any T -periodic point x ∈ X
and any positive multiple n of the period of x, we have (λi − λi+1)(Φ(n)(x)) ≥ cn.

Remarkably, in certain situations, it is possible to approach the Lyapunov ex-
ponents of all invariant measures by the Lyapunov exponents of periodic measures
[Kal], giving a converse to Fact 2.9. This is the case for locally constant cocycles
over subshifts of finite type, using the following specification property (see e.g. [LM,
Prop. 2.2.12] or [KH, Ex. 18.3.5]):

Fact 2.10. Let ΣA ⊂ {1, . . . , N}Z be a subshift of finite type, where A = (ai,j)1≤i,j≤N
is a matrix with entries 0’s and 1’s, satisfying the irreducibility assumption of Section
2.1. Then there exists n0 > 0 such that for any k ∈ N, any k-tuple (x0, . . . , xk−1) ∈
{1, . . . , N}k allowed by A (i.e. such that ax`,x`+1

= 1 for all 0 ≤ ` ≤ k − 2), and any
j ∈ {1, . . . , N}, there exists a periodic point y ∈ ΣA of period exactly k + 2n0 with
y0 = j and yn0+` = x` for all 0 ≤ ` ≤ k − 1.

Thanks to Fact 2.10, we will be able to prove a version of Theorem 1.1 involving
only Lyapunov exponents for periodic orbits: see Theorem 3.1 below.

The specification property of Fact 2.10 also holds for more general subshifts, such
as sofic subshifts (see e.g. [We, § 6.2]). In general, even in such settings, the existence
of a uniform gap of Lyapunov exponents for all ergodic T -invariant measures does
not imply the existence of a dominated splitting: see e.g. [Go, Ve].

2.8. Limit cones of singular values and eigenvalues. With the notation (2.1),
for any g ∈ GL(d,R) we have

‖λ(g)‖ ≤ ‖µ(g)‖ and λ(g) = lim
n→+∞

1

n
µ(gn), (2.9)

where ‖·‖ denotes the standard Euclidean norm on Rd. Indeed, if X = GL(d,R)/O(d)
is the symmetric space of GL(d,R) with its Riemannian metric dX, and if x0 ∈ X is the
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point with stabilizer O(d), then ‖λ(g)‖ = infx∈X dX(x, g·x) and ‖µ(g)‖ = dX(x0, g·x0)
for all g ∈ GL(d,R).

Moreover (see e.g. [Kas, Lem. 2.3]), for any g, g1, g2 ∈ GL(d,R),

‖µ(g1gg2)− µ(g)‖ ≤ ‖µ(g1)‖+ ‖µ(g2)‖. (2.10)

Note also that for any g ∈ GL(d,R) and 1 ≤ i ≤ d− 1,

µi(g) = µd−i(g
−1) and λi(g) = λd−i(g

−1). (2.11)

Both µ(g) and λ(g) are elements of the closed Weyl chamber

a+ = {x ∈ Rd : x1 ≥ · · · ≥ xd}.

Benoist [Be] (see also [Be2]) associated to any group or semigroup Γ ⊂ GL(d,R)
two limit cones in a+, namely:

• the cone Cλ(Γ) spanned by the λ(γ) for γ ∈ Γ;
• the cone Cµ(Γ) spanned by all possible limits of sequences (µ(γn)/‖µ(γn)‖)n∈N

for (γn) ∈ ΓN with ‖µ(γn)‖ → +∞.

The inclusion Cλ(Γ) ⊂ Cµ(Γ) always holds, by (2.9).

The following key fact is due to Benoist [Be], using a result of Abels–Margulis–
Soifer [AMS, Th. 4.1]; see e.g. [GGKW, Th. 4.12] for an explicit statement and proof.1

Recall (see e.g. [BQ, Lem. 5.15]) that the Zariski closure of a semigroup is a group. A
linear real algebraic group G is said to be reductive if the unipotent radical (i.e. the
largest connected unipotent normal algebraic subgroup) of the identity component
of G (for the Zariski topology) is trivial. An important subclass is that of semisimple
algebraic groups (see [BT, Kn] for more background).

Fact 2.11 (Benoist [Be]). Let Γ ⊂ GL(d,R) be a semigroup whose Zariski closure in
GL(d,R) is reductive. Then there exist a finite subset S of Γ and a constant M > 0
such that for any γ ∈ Γ,

min
s∈S
‖µ(γ)− λ(sγ)‖ ≤M.

In particular, using (2.9), the limit cones Cλ(Γ) and Cµ(Γ) coincide in this setting.

An important property from [Be] is that if Γ is Zariski-dense in GL(d,R), then the
limit cone Cλ(Γ) = Cµ(Γ) is convex with nonempty interior; we will not use it here.

2.9. Semisimplification. Let H be an algebraic subgroup of GL(d,R). Choose a
Levi decomposition H = L n Ru(H), where L is a reductive algebraic group and
Ru(H) is the unipotent radical of H (see [M]). The natural projection πss : H → L
is a group homomorphism which does not depend, up to conjugation by Ru(H),
on the choice of the Levi factor L. There is a sequence (gk) ∈ GL(d,R)N such that
gkhg

−1
k → πss(h) for all h ∈ H. Since the map λ : GL(d,R)→ Rd of (2.1) is invariant

under conjugation and continuous, we have, for any h ∈ H,

λ(h) = λ(πss(h)). (2.12)

As in [GGKW, § 2.5.4], if Γ is a semigroup and ρ : Γ → GL(d,R) a semigroup
homomorphism whose image ρ(Γ) has Zariski closure H in GL(d,R), we define the
semisimplification of ρ to be the semigroup homomorphism ρss := πss ◦ρ : Γ→ L. It
is again uniquely defined up to conjugation by Ru(H). The Zariski closure of ρss(Γ)
is L.

1In the statement and proof of [GGKW, Th. 4.12], the word “group” can be replaced everywhere

by “semigroup” as the results of [AMS, Be] hold for semigroups.
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By (2.12) we have Cλ(ρ(Γ)) = Cλ(ρss(Γ)). On the other hand, Cµ(ρ(Γ)) could be
larger than Cµ(ρss(Γ)) (e.g. take ρ(Γ) unipotent).

3. Lyapunov exponents and dominated splittings

In this section we give a proof of Theorem 1.1. The direct implication of Theo-
rem 1.1 is easy: see Fact 2.5. We prove the following strengthening of the converse,
which involves the measures νx := (δx + . . .+ δσπ(x)−1(x))/π(x) as in (2.7) for periodic

x ∈ X, of period π(x) ∈ N∗.

Theorem 3.1. Let X be a subshift of finite type and (σ,Φ) a locally constant cocycle
over X, where σ : X → X is the shift and Φ : X → GL(d,R) for some d ∈ N∗. For
1 ≤ i ≤ d − 1, suppose there exists c > 0 such that the Lyapunov exponents with
respect to (σ,Φ) satisfy χi(νx) ≥ χi+1(νx) + c for all ergodic σ-invariant measures νx
with x ∈ X periodic. Then the cocycle (σ,Φ) has a dominated splitting of index i.

By Fact 2.9, the assumption on the Lyapunov exponents in Theorem 3.1 can be
rephrased as (λi − λi+1)(Φ(π(x))(x)) ≥ cπ(x) for all periodic x ∈ X.

We prove Theorem 3.1, first in an important special case (Section 3.2), then in
the general case (Section 3.3). We show that in Theorems 1.1 and 3.1 it is necessary
to require the existence of a uniform gap between Lyapunov exponents of periodic
orbits, not just a gap (Section 3.4).

In the whole section we fix a subshift X = ΣA of finite type on a finite alphabet
{1, . . . , N}, defined by a matrix A = (ai,j)1≤i,j≤N whose entries are 0’s and 1’s and
which satisfies the irreducibility assumption of Section 2.1. We fix a cocycle (σ,Φ)
over ΣA, where σ : ΣA → ΣA is the shift and Φ : ΣA → GL(d,R), and we assume
that it is locally constant, i.e. there exists ϕ : {1, . . . , N} → GL(d,R) such that
Φ(x) = ϕ(x0) for all x = (xk)k∈Z ∈ ΣA. We denote by Γ the semigroup generated by
Φ(ΣA) = {ϕ(i) : 1 ≤ i ≤ N}, and by H its Zariski closure in GL(d,R), which is a
real linear algebraic group (see e.g. [Be2, Lem. 4.2]).

3.1. Preliminary lemmas. For 1 ≤ j ≤ N , we denote by Πj the set of periodic
points x = (xk)k∈Z of the shift σ : ΣA → ΣA such that x0 = j. For x ∈ Πj , we
denote by π(x) its period. Let Γj ⊂ Γ ⊂ GL(d,R) be the set of elements of the form

Φ(nπ(x))(x) where x ∈ Πj and n ∈ N. The following simple but important fact uses
the local constancy of the cocycle.

Lemma 3.2. For 1 ≤ j ≤ N , the set Γj is a semigroup.

Proof. Let x = (xk)k∈Z and y = (yk)k∈Z be elements of Πj . For m,n ∈ N, let

us check that Φ(mπ(x))(x) Φ(nπ(y))(y) ∈ Γj . We have axmπ(x)−1,y0 = axmπ(x)−1,j =
axmπ(x)−1,xmπ(x)

= 1 and aynπ(y)−1,x0 = aynπ(y)−1,j = aynπ(y)−1,ynπ(y)
= 1. Therefore,

we can define an element z = (zk)k∈Z ∈ ΣA by setting zk to be equal to xk for
−mπ(x) ≤ k ≤ −1, and to yk for 0 ≤ k ≤ nπ(y)−1, and requiring zk+mπ(x)+nπ(y) = zk
for all k ∈ Z. This element z belongs to Πj , its period π(z) is a submultiple of
mπ(x) + nπ(y) and, using the fact that the cocycle is locally constant,

Φ(mπ(x))(x) Φ(nπ(y))(y) = ϕ(xmπ(x)−1) · · ·ϕ(x0)ϕ(ynπ(y)−1) · · ·ϕ(y0)

= ϕ(zmπ(x)+nπ(y)−1) · · ·ϕ(z0) = Φ(mπ(x)+nπ(y))(z),

hence Φ(mπ(x))(x) Φ(nπ(y))(y) ∈ Γj . �
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The following lemma allows to translate the hypothesis on the Lyapunov exponents
into a geometric property of the embedding of the semigroup Γj in GL(d,R).

Lemma 3.3. There exists M ′ > 0 with the following property: for any 1 ≤ i ≤ d− 1
and 1 ≤ j ≤ N , if there exists c > 0 such that (λi − λi+1)(Φ(π(x))) ≥ cπ(x) for all

x ∈ Πj, then for any γ = Φ(nπ(x))(x) ∈ Γj,

√
2 ‖µ(γ)‖ ≥ (λi − λi+1)(γ) ≥ c nπ(x) ≥ c

M ′
‖µ(γ)‖ ≥ c

M ′
‖λ(γ)‖. (3.1)

In particular, the limit cone Cλ(Γj) does not meet the i-th wall {xi = xi+1} of a+

outside of 0.

Proof. The first inequality in (3.1) follows from the fact that for any g ∈ GL(d,R),
using (2.9), we have (λi − λi+1)(g) ≤ (λ1 − λd)(g) ≤

√
2 ‖λ(g)‖ ≤

√
2 ‖µ(g)‖.

The second inequality in (3.1) is immediate from the assumption and the fact that

λ(Φ(nπ(x))(x)) = nλ(Φ(π(x))(x)). Let M ′ := max1≤j≤N ‖µ(ϕ(j))‖ > 0. By (2.10), for
any n ∈ N∗ and x = (xk)k∈Z ∈ Πj we have

‖µ(Φ(nπ(x))(x))‖ ≤ ‖µ(ϕ(xnπ(x)−1))‖+ · · ·+ ‖µ(ϕ(x0))‖ ≤ nπ(x)M ′,

which yields the third inequality in (3.1). For the fourth inequality, see (2.9). �

3.2. Proof of Theorem 3.1 in the case that H is reductive. By Facts 2.7
and 2.9, it is sufficient to prove the following.

Proposition 3.4. Suppose the Zariski closure H of Γ in GL(d,R) is reductive. For

1 ≤ i ≤ d − 1, if there exists c > 0 such that (λi − λi+1)(Φ(π(x))) ≥ cπ(x) for all
periodic x ∈ ΣA, then there exist C,C ′ > 0 such that for any n ∈ N and x ∈ ΣA,

(µi − µi+1)(Φ(n)(x)) ≥ Cn− C ′.

The first ingredient in the proof is the following.

Lemma 3.5. For any 1 ≤ j ≤ N , the Zariski closure H of Γ and the Zariski closure
Hj of Γj in GL(d,R) have the same identity component (for the Zariski topology).
In particular, H is reductive if and only if Hj is.

Proof. Let H0 (resp. (Hj)0) be the identity component of H (resp. Hj) for the Zariski
topology; it is a finite-index normal subgroup of H (resp. Hj) which is irreducible,
i.e. which cannot be written as the union of two proper Zariski-closed subsets (see
e.g. [BQ, Lem. 5.21]). Since Γj ⊂ Γ, we have Hj ⊂ H, hence (Hj)0 ⊂ H0. We
can write Hj = h1(Hj)0 ∪ · · · ∪ hr(Hj)0 for some h1, . . . , hr ∈ Hj . By Fact 2.10,

there is a finite subset S of Γ such that Γ ⊂
⋃
s1,s2∈S s

−1
1 Γj s

−1
2 . Setting S′ :=

S−1h1 ∪ · · · ∪ S−1hr ∪ S−1 ⊂ H, we see that Γ is contained in the Zariski-closed
subset

⋃
s′1,s
′
2∈S′

s′1 (Hj)0 s
′
2 of GL(d,R), and so the same holds for H. Thus H0

is the union of its Zariski-closed subsets H0 ∩ (s′1 (Hj)0 s
′
2) for s′1, s

′
2 ∈ S′. Since

H0 is irreducible, it is equal to one of these subsets: H0 ⊂ s′1 (Hj)0 s
′
2 for some

s′1, s
′
2 ∈ S′. Since H0 is normal in H, we have H0 = s′1

−1H0 s
′
1 ⊂ (Hj)0 s

′
2s
′
1. In

particular, id ∈ (Hj)0 s
′
2s
′
1, hence s′2s

′
1 ∈ (Hj)0 and H0 ⊂ (Hj)0. On the other hand,

(Hj)0 ⊂ H0, hence H0 = (Hj)0. �

The second ingredient is the following, based on Lemma 3.3 and Fact 2.11.
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Lemma 3.6. For 1 ≤ j ≤ N , suppose Hj is reductive. For 1 ≤ i ≤ d − 1, if there

exists c > 0 such that (λi − λi+1)(Φ(π(x))) ≥ cπ(x) for all x ∈ Πj, then there exist
c0, c

′
0 > 0 such that for any γ ∈ Γj,

(µi − µi+1)(γ) ≥ c0 ‖µ(γ)‖ − c′0.

In other words, the limit cone Cµ(Γj) does not meet the i-th wall {xi = xi+1} of a+

outside of 0.

Proof. Suppose there exists c > 0 such that (λi−λi+1)(Φ(π(x))) ≥ cπ(x) for all x ∈ Πj .
By Lemma 3.3, there exists c0 > 0 such that (λi−λi+1)(γ) ≥ c0 ‖µ(γ)‖ for all γ ∈ Γj .
Since Hj is reductive, by Fact 2.11 there exist a finite subset S of Γj and a constant
M > 0 such that for any γ ∈ Γ we can find s ∈ S with∣∣(µi − µi+1)(γ)− (λi − λi+1)(sγ)

∣∣ ≤ √2 ‖µ(γ)− λ(sγ)‖ ≤
√

2M.

Using (2.10), we then have

(µi − µi+1)(γ) ≥ c0 ‖µ(sγ)‖ −
√

2M ≥ c0 ‖µ(γ)‖ − c′0,

where c′0 =
√

2M + c0 maxs∈S ‖µ(s)‖. �

Proof of Proposition 3.4. Choose an integer 1 ≤ j ≤ N . Since H is reductive,
Lemma 3.5 implies that the Zariski closure Hj of Γj in GL(d,R) is reductive. Sup-

pose there exists c > 0 such that (λi−λi+1)(Φ(π(x))) ≥ cπ(x) for all periodic x ∈ ΣA.
Let n0 > 0 be given by Fact 2.10, let

M ′′ := max
z1,...,zn0∈{1,...,N}

∥∥µ(ϕ(zn0) · · ·ϕ(z1)
)∥∥,

and let c0, c
′
0 > 0 be given by Lemma 3.6. We claim that for any x = (xk)k∈Z ∈ ΣA

and n > 0,

(µi − µi+1)(Φ(n)(x)) ≥ Cn− C ′, (3.2)

where C := c0 c/
√

2 and C ′ := c′0 +2
√

2M ′′. Indeed, by Fact 2.10, there exists y ∈ Πj

with π(y) = n+ 2n0 such that yn0+k = xk for all 0 ≤ k ≤ n− 1. By Lemma 3.6 and

the inequality
√

2 ‖µ(Φ(π(y))(y))‖ ≥ c π(y) in Lemma 3.3, we have

(µi − µi+1)(Φ(π(y))(y)) ≥ c0

∥∥µ(Φ(π(y))(y))
∥∥− c′0 ≥ c0c√

2
π(y)− c′0 ≥ Cn− c′0.

On the other hand, by (2.10) we have∥∥µ(Φ(n)(x))− µ(Φ(π(y))(y))
∥∥ ≤ 2M ′′.

This proves (3.2) and completes the proof. �

3.3. Proof of Theorem 3.1 in the general case. Let H = LnRu(H) be a Levi
decomposition of H, and πss : H → L the natural projection. We can define a new
cocycle Φss := πss ◦Φ : X = ΣA → GL(d,R) over σ, with image in L. This cocycle is
still locally constant since Φss(x) = πss ◦ϕ(x0) for all x = (xk)k∈Z ∈ ΣA. The Zariski
closure in GL(d,R) of the semigroup generated by the family {πss ◦ϕ(i)}i∈{1,...,N} is
the reductive group L.

There is a sequence (gk) ∈ GL(d,R)N such that gkhg
−1
k → πss(h) for all h ∈ H (see

Section 2.9). In particular, gkΦ(x)g−1
k → Φss(x) for all x ∈ ΣA, and so λ(Φ(n)(x)) =

λ((Φss)(n)(x)) for all x ∈ ΣA and n ∈ Z (see (2.12)). By (2.8), the assumption

on Lyapunov exponents can be rephrased as (λi − λi+1)(Φ(π(x))(x)) ≥ cπ(x) for all
periodic x ∈ X, and so the same inequalities hold if we replace Φ by Φss.
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By Proposition 3.4 the cocycle Φss has a dominated splitting of index i. Since the
cocycles are locally constant, the simple convergence gkΦ(·)g−1

k → Φss is a conver-
gence for the compact open topology. By openness (Fact 2.4), for large enough k the
cocycle gkΦ(·)g−1

k also has a dominated splitting of index i. The definition of domi-
nated splitting (see Section 2.4) is clearly invariant under conjugation by GL(d,R);
therefore Φ also has a dominated splitting of index i and this completes the proof.

Remark 3.7. The fact that Φ has a dominated splitting of index i implies (Fact 2.7)
that for any 1 ≤ j ≤ N the limit cone Cµ(Γj) does not meet the i-th wall {xi = xi+1}
of a+ outside of 0. This is not immediate from Lemma 3.3 when Hj is not reductive.

3.4. Uniformity is necessary in Theorem 1.1. In this section we assume N = 2
and construct a locally constant cocycle Φ : Σ = {1, 2}Z → GL(3,R) over the full
2-shift σ : {1, 2}Z → {1, 2}Z for which χ2(ν) > χ3(ν) for any σ-invariant periodic
measure ν on {1, 2}Z, but for which there is a sequence (νn)n∈N of σ-invariant pe-
riodic measures with χ2(νn) − χ3(νn) → 0; in particular, this cocycle cannot have
a dominated splitting of index 2. This shows that in Theorem 1.1 it is necessary
to require the existence of a uniform gap between Lyapunov exponents of periodic
orbits, not just a gap.

The example here is modeled on one presented by J. Bochi in [Bo2, Part 2]. Note
that it is not strongly irreducible; it would be interesting to know if a strongly
irreducible example exists. We refer to [Bo] and [BS, § 5] for further discussions.

Example 3.8. Let Φ : {1, 2}Z → GL(3,R) be the locally constant cocycle over the
full 2-shift sending x = (xk)k∈Z ∈ {1, 2}Z to ϕ(x0) where

ϕ(1) =

2 0 0
0 1

8 0
0 0 1

2

 and ϕ(2) =

0 −1 0
1 0 0
0 0 1

e

 .
A simple calculation shows that for any periodic x = (xk)k∈Z ∈ {1, 2}Z of period
π(x), there exist `, `′,m ∈ N with `+ `′ + 2m = 2π(x) such that

Φ2π(x)(x) =

2`2−3`′ 0 0

0 2−3`2`
′

0

0 0 2−(`+`′)e−2m

 .
(Indeed, Φ2π(x)(x) is a product of positive powers of ϕ(0) and ϕ(1); looking at its
action on R3, we see that the directions of e1 = (1, 0, 0) and e2 = (0, 1, 0) are
switched each time ϕ(1) is applied; the integer ` (resp. `′) counts how many times
e1 is multiplied by 2 (resp. by 1/8) when applying ϕ(1); the integer 2m counts

the number of occurrences of ϕ(2) in Φ2π(x)(x).) Using (2.8), it follows that the
(unordered) list of Lyapunov exponents of the measure νx from (2.7) is

{χi(νx)}1≤i≤3 =

{
`− 3`′

`+ `′ + 2m
log 2,

`′ − 3`

`+ `′ + 2m
log 2,

−(`+ `′) log 2− 2m

`+ `′ + 2m

}
.

Therefore χ1(νx) > χ2(νx) > χ3(νx) if ` 6= `′, and χ1(νx) = χ2(νx) > χ3(νx) if ` = `′.
Moreover, if ` is close to `′ and much larger than m, then χ1(νx), χ2(νx), χ3(νx) can
be made arbitrarily close to each other.

Remark 3.9. For locally constant cocycles over a subshift with values in GL(2,R),
there is a finer understanding of the relationship between eigenvalues of the cocycle
over periodic points and domination: see [ABY, Th. 4.1] and also [BR]. In higher
dimensions, the situation is less understood: see [BGo, Bo, Bo2].
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4. Eigenvalue gaps for representations of finitely generated groups

In this section we prove Proposition 1.2 and Theorem 1.3. We first introduce some
terminology.

4.1. Terminology. Let Γ be a group with a finite generating subset F , i.e. any
element of Γ can be written as a product of elements of F ∪ F−1. For γ ∈ Γ r {e},
we denote by

• |γ|F the word length of γ with respect to F , i.e.

|γ|F = inf
{
k ∈ N∗ : ∃f0, . . . , fk−1 ∈ F ∪ F−1 s.t. γ = f0 · · · fk−1

}
,

• |γ|F,∞ the stable length of γ with respect to F , i.e.

|γ|F,∞ = lim
n→+∞

|γn|F
n

,

• `F (γ) the translation length of γ in the Cayley graph Cay(Γ, F ), i.e.

`F (γ) := inf
β∈Γ
|β−1γβ|F .

We also set |e|F = |e|F,∞ = `F (e) = 0. The stable length and the translation length
are invariant under conjugation, and satisfy

|γ|F,∞ ≤ `F (γ) (4.1)

for all γ ∈ Γ. The word length defines a Γ-invariant metric dF on the Cayley graph
Cay(Γ, F ), given by dF (γ, γ′) := |γ−1γ′|F for all γ, γ′ ∈ Γ. Recall that Γ is said to
be word hyperbolic if the metric space (Cay(Γ, F ), dF ) is Gromov hyperbolic. This
is independent of the choice of the finite generating set F by the following remark.

Remark 4.1. If F ′ is another finite generating subset of Γ, then by setting M :=
max(maxf∈F |f |F ′ ,maxf ′∈F ′ |f ′|F ) ≥ 1 we have M−1 |γ|F ′ ≤ |γ|F ≤ M |γ|F ′ for all
γ ∈ Γ, which implies M−1 |γ|F ′,∞ ≤ |γ|F,∞ ≤ M |γ|F ′,∞ and M−1 `F ′(γ) ≤ `F (γ) ≤
M `F ′(γ).

We shall adopt the following terminology.

Definition 4.2. For 1 ≤ i ≤ d− 1, a representation ρ : Γ→ GL(d,R) has

• a uniform i-gap in singular values if there exist c, c′ > 0 such that

(µi − µi+1)(ρ(γ)) ≥ c |γ|F − c′ ∀γ ∈ Γ,

• a weak uniform i-gap in eigenvalues if there exist c, c′ > 0 such that

(λi − λi+1)(ρ(γ)) ≥ c |γ|F,∞ − c′ ∀γ ∈ Γ,

• a strong uniform i-gap in eigenvalues if there exist c, c′ > 0 such that

(λi − λi+1)(ρ(γ)) ≥ c `F (γ)− c′ ∀γ ∈ Γ.

These notions do not depend on the choice of finite generating set F , by Re-
mark 4.1. A strong uniform i-gap in eigenvalues implies a weak one by (4.1).

Remarks 4.3. (1) All notions of uniform i-gap in Definition 4.2 are equivalent to
the corresponding notions of uniform (d− i)-gap. Indeed, by (2.11) we have
(•i−•i+1)(g) = (•d−i−•d−i+1)(g−1) for • = µ or λ and for all g ∈ GL(d,R),
and for any γ ∈ Γ we have |γ|F = |γ−1|F and similarly for | · |F,∞ and `F .
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(2) All notions of uniform i-gap in Definition 4.2 are invariant under conjugation.
Indeed, for eigenvalues this follows from the invariance of λ : G→ a+ under
conjugation, and for singular values this follows from (2.10).

(3) If ρ has a uniform i-gap in singular values, then it also has a weak uniform
i-gap in eigenvalues, using (2.9) and the definition of stable length.

(4) If ρ has a strong uniform i-gap in eigenvalues, then it is displacing in the
sense of [DGLM]: there exist c, c′ > 0 such that ‖λ(ρ(γ))‖ ≥ c `F (γ)− c′ for
all γ ∈ Γ. Similarly, if ρ has a weak uniform i-gap in eigenvalues, then there
exist c, c′ > 0 such that ‖λ(ρ(γ))‖ ≥ c |γ|F,∞ − c′ for all γ ∈ Γ.

(5) If Γ is word hyperbolic, then having a weak uniform i-gap in eigenvalues is
equivalent to having a strong uniform i-gap in eigenvalues, since

`F (γ)− 16δ ≤ |γ|F,∞ ≤ `F (γ) (4.2)

for all γ ∈ Γ, where δ ≥ 0 is the hyperbolicity constant of Γ (see [CDP, Ch. 10,
Prop. 6.4]). For such groups we shall just talk about having a uniform i-gap
in eigenvalues.

4.2. Proof of Proposition 1.2. Let ρ : Γ → GL(d,R) be a representation. We
have already seen (Remark 4.3.(3)) that if ρ has a uniform i-gap in singular values,
then it also has a uniform i-gap in eigenvalues. Let us prove the converse implication.

We may assume that the Zariski closure H of ρ(Γ) in GL(d,R) is reductive: oth-
erwise, as in Sections 2.9 and 3.3, consider a Levi decomposition H = L n Ru(H)
of H, the natural projection πss : H → L, and the semisimplification ρss := πss ◦ ρ :
Γ → GL(d,R). The Zariski closure of ρss(Γ) in GL(d,R) is the reductive group L.
There is a sequence (gk) ∈ GL(d,R)N such that gkhg

−1
k → πss(h) for all h ∈ H. In

particular, gkρ(γ)g−1
k → ρss(γ) for all γ ∈ Γ, and so λ(ρ(γ)) = λ(ρss(γ)) for all γ ∈ Γ

(see (2.12)); therefore, ρ has a uniform i-gap in eigenvalues if and only if ρss does.
On the other hand, having a uniform i-gap in singular values is an open property
(see [KLP2, BPS]) which is invariant under conjugation (Remark 4.3.(2)); therefore,
if ρss has a uniform i-gap in singular values, then so does ρ.

We now assume that the Zariski closure of ρ(Γ) in GL(d,R) is reductive.

Suppose ρ has a (strong) uniform i-gap in eigenvalues. By Remark 4.3.(4), there
exist c0, c

′
0 > 0 such that ‖λ(ρ(γ))‖ ≥ c0 `F (γ) − c′0 for all γ ∈ Γ. Since Γ is word

hyperbolic, it satisfies [DGLM, Prop. 2.2.1] what Delzant–Guichard–Labourie–Mozes
call property (U) and which we call weak property (U) in Definition 4.10 below: there
exist a finite subset S′ of Γ and constants c1, c

′
1 > 0 such that maxs∈S′ `F (sγ) ≥

c1 |γ|F − c′1 for all γ ∈ Γ. As observed in [DGLM, Lem. 2.0.1], this implies that ρ is
a quasi-isometric embedding, i.e. there exist c2, c

′
2 > 0 such that for any γ ∈ Γ,

‖µ(ρ(γ))‖ ≥ c2 |γ|F − c′2. (4.3)

Indeed, for any γ ∈ Γ and s ∈ S′ with `F (sγ) ≥ c1 |γ|F − c′1, using (2.9) we have
‖µ(ρ(sγ))‖ ≥ ‖λ(ρ(sγ))‖ ≥ c0 `F (sγ) − c′0 ≥ c0c1 |γ|F − (c0c

′
1 + c′0), and so we may

take c2 = c0c1 and c′2 = c0c
′
1 + c′0 + maxs′∈S′ ‖µ(ρ(s′))‖ by (2.10).

Given (4.3), in order to conclude that ρ has a uniform i-gap in singular values, it
is sufficient to prove that there exist c3, c

′
3 > 0 such that for any γ ∈ Γ,

(µi − µi+1)(ρ(γ)) ≥ c3 ‖µ(ρ(γ))‖ − c′3. (4.4)

We now prove (4.4). By (2.10) and (2.11), if we set M := maxf∈F ‖µ(ρ(f))‖ > 0,
then for any γ ∈ Γ we have ‖µ(ρ(γ))‖ ≤M |γ|F . Applying this to γn, dividing by n,
and taking the limit, we find ‖λ(ρ(γ))‖ ≤M |γ|F,∞ for all γ ∈ Γ (using (2.9) and the
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definition of the stable length). Since ρ has a (weak) uniform i-gap in eigenvalues,
there exist c, c′ > 0 such that for any γ ∈ Γ,

(λi − λi+1)(ρ(γ)) ≥ c |γ|F,∞ − c′ ≥ cM−1 ‖λ(ρ(γ))‖ − c′.

Applying this to γn, dividing by n, and taking the limit, we find

(λi − λi+1)(ρ(γ)) ≥ cM−1 ‖λ(ρ(γ))‖

for all γ ∈ Γ. In particular, the limit cone Cλ(ρ(Γ)) does not meet the i-th wall
{xi = xi+1} of a+ outside of 0. Now, since the Zariski closure of ρ(Γ) in GL(d,R)
is reductive, we have Cµ(ρ(Γ)) = Cλ(ρ(Γ)) (Fact 2.11), and so for any sequence
(γn) ∈ ΓN with ‖µ(ρ(γn))‖ → +∞ we have

lim inf
n∈N

(µi − µi+1)(ρ(γn))

‖µ(ρ(γn))‖
≥ cM−1.

In particular, using (4.3), we see that if we fix 0 < c3 < cM−1, then there is a
finite subset S′′ of Γ such that (µi − µi+1)(ρ(γ)) ≥ c3 ‖µ(ρ(γ))‖ for all γ ∈ Γ r S′′.
Therefore (4.4) holds with c′3 = c3 maxs′′∈S′′ ‖µ(ρ(s′′))‖. This completes the proof of
Proposition 1.2.

Remark 4.4. The short proof of Proposition 1.2 given here, based on [DGLM], was
pointed out to us by Konstantinos Tsouvalas. In a previous version of this paper, we
had given a direct proof of Proposition 1.2 that did not use [DGLM], by establishing
an analogue of [AMS, Th. 5.17] (see Fact 2.11) simultaneously for the linear group
ρ(Γ) and the abstract group Γ, namely: for any word hyperbolic group Γ and any
representation ρ : Γ→ GL(d,R) such that the Zariski closure of ρ(Γ) in GL(d,R) is
reductive, there exist a finite subset S of Γ and a constant M > 0 such that for any
γ ∈ Γ we can find s ∈ S satisfying simultaneously the following two properties:{

‖λ(ρ(sγ))− µ(ρ(γ))‖ ≤M,
||sγ|F,∞ − |γ|F | ≤M.

We could then conclude directly that a uniform i-gap in eigenvalues with constants
(c, c′) implies a uniform i-gap in singular values with constants (c, cM + c′ +

√
2M):

(µi − µi+1)(ρ(γ)) ≥ (λi − λi+1)(ρ(sγ))−
√

2M

≥ c |sγ|F,∞ − (c′ +
√

2M) ≥ c |γ|F − (cM + c′ +
√

2M).

This result will appear in separate upcoming work.

4.3. Link with Anosov representations of word hyperbolic groups. The fol-
lowing was proved by Kapovich–Leeb–Porti [KLP2], and an alternative proof was
given in [BPS].

Fact 4.5 ([KLP2, BPS]). Let Γ be a finitely generated group and 1 ≤ i ≤ d − 1 an
integer. A representation ρ : Γ→ GL(d,R) has a uniform i-gap in singular values if
and only if Γ is word hyperbolic and ρ is Pi-Anosov.

Anosov representations are representations of word hyperbolic groups into semisim-
ple or reductive Lie groups with good dynamical properties. They were introduced
by Labourie [L] for fundamental groups of closed negatively curved manifolds and
generalized by Guichard–Wienhard [GW] to all word hyperbolic groups. They have
been very much studied in the past fifteen years, and play an important role in so-
called higher Teichmüller theory. We refer e.g. to [Kas2, § 4] for the precise definition
of a Pi-Anosov representation.
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The fact that Pi-Anosov representations have a uniform i-gap in singular values
is relatively easy (see e.g. [GGKW, § 4.2]); the point of Fact 4.5 is the converse
implication, together with the fact that the i-gap implies the hyperbolicity of Γ.

Proposition 1.2, which is an answer to [BPS, Question 4.10] for word hyperbolic
groups, yields, together with Fact 4.5, the following characterization of Anosov rep-
resentations.

Corollary 4.6. Let Γ be a word hyperbolic group and 1 ≤ i ≤ d − 1 an integer. A
representation ρ : Γ → GL(d,R) is Pi-Anosov if and only if it has a uniform i-gap
in eigenvalues.

(See [GGKW, Th. 1.7] for previous characterizations involving growth of eigenval-
ues.)

4.4. Eigenvalue gaps in nonhyperbolic groups. When Γ is not word hyperbolic,
the link between gaps in eigenvalues and gaps in singular values is more subtle. For
instance, a nonfaithful representation ρ : Γ → GL(d,R) may have a strong uniform
i-gap in eigenvalues without having a uniform i-gap in singular values.

Example 4.7 (see [DGLM, § 5]). There exist (nonhyperbolic) finitely generated
groups Γ with only finitely many conjugacy classes: see [O]. For such Γ, any rep-
resentation ρ : Γ → GL(d,R) has a strong uniform i-gap in eigenvalues. How-
ever, the constant representation ρ : γ 7→ id ∈ GL(d,R) does not have an i-gap
in singular values.

It may also happen that a faithful representation has a weak uniform i-gap in
eigenvalues without having a strong uniform i-gap in eigenvalues nor a uniform i-gap
in singular values.

Example 4.8. Let Γ be the Baumslag–Solitar group BS(1, 2) = 〈a, b : bab−1 = a2〉.
The faithful representation ρ : Γ→ GL(2,R) sending a and b respectively to

A =

(
1 1
0 1

)
and B =

(
2 0
0 1

)
has a weak uniform 1-gap in eigenvalues, but does not have a strong uniform 1-gap
in eigenvalues, nor a uniform 1-gap in singular values.

Proof. We consider the standard generating set F = {a, b}. Any element γ of
BS(1, 2) can be written uniquely as γ = b−maNbn where m,n ∈ N and N ∈ Z,
with mn = 0 as soon as N is even; we call this the normal form of γ. For any
m,n,N ∈ Z we have

(λ1 − λ2)(ρ(b−maNbn)) = (λ1 − λ2)(B−mANBn) = |n−m| log 2.

On the other hand, there are uniform constants C,C ′ > 0 such that for any γ =
b−maNbn in normal form,

C−1
(
m+ n+ log |N |

)
− C ′ ≤ |γ|F ≤ C

(
m+ n+ log |N |

)
+ C ′ (4.5)

(see e.g. [BE, Prop. 2.1]). Furthermore, one easily checks by induction that for any
k ≥ 1,

(b−maNbn)k =

{
b−m aN(2k(n−m)−1)/(2n−m−1) bk(n−m)+m if n−m ≥ 0,

b−k(m−n)−n aN(2k(m−n)−1)/(2m−n−1) bn if m− n ≥ 0,
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hence |(b−maNbn)k|F ≤ k C(1 + log 2) |n − m| + (C log |N | + C(m + n) + C ′). We
deduce that the stable length satisfies, for any γ = b−maNbn in normal form,

|γ|F,∞ ≤ C(1 + log 2) |n−m|.
Therefore, for any γ ∈ BS(1, 2),

(λ1 − λ2)(ρ(γ)) ≥ log 2

C(1 + log 2)
|γ|F,∞.

This shows that ρ has a weak uniform 1-gap in eigenvalues.

On the other hand, ρ does not have a strong uniform 1-gap in eigenvalues. Indeed,
considering normal forms and using (4.5) we see that for any N ∈ Z,

`F (aN ) = inf
β∈Γ
|β−1aNβ|F = inf

n∈N
|b−naNbn|F ≥ C−1 log |N | − C ′,

which goes to infinity with N , whereas (λ1−λ2)(ρ(aN )) = (λ1−λ2)(AN ) = 0 for all
N ∈ Z.

Since Γ is not word hyperbolic, Fact 4.5 implies that ρ does not have a uniform
1-gap in singular values. �

However, we ask the following question:

Question 4.9. Let Γ be a finitely generated group, ρ : Γ→ GL(d,R) a faithful and
discrete representation, and 1 ≤ i ≤ d − 1 an integer. If ρ has a (strong) uniform
i-gap in eigenvalues, must Γ be word hyperbolic?

This question appears to be related to the following property.

Definition 4.10. A group Γ with finite generating subset F has strong (resp. weak)
property (U) (for ‘undistorted in its conjugacy classes’) if there exist a finite subset
S′ of Γ and constants c, c′ > 0 such that for any γ ∈ Γ,

max
s∈S′
|sγ|F,∞ ≥ c |γ|F − c′ (resp. max

s∈S′
`F (sγ) ≥ c |γ|F − c′).

This does not depend on the choice of F , by Remark 4.1. Strong property (U)
implies weak property (U) by (4.1). Weak property (U) was introduced in [DGLM],
where it was simply called property (U); we already mentioned it in the proof of
Proposition 1.2.

Example 4.11. A finitely generated group Γ has strong property (U) as soon as
one of the following holds:

(1) Γ is abelian (in this case |γ|F,∞ = `F (γ) = |γ|F for all γ ∈ Γ),
(2) Γ is word hyperbolic (see [DGLM, Prop. 2.2.1] and (4.2)),
(3) there exists a representation ρ : Γ → GL(d,R) which is a quasi-isometric

embedding and such that the Zariski closure of ρ(Γ) in GL(d,R) is reductive.

Proof of Example 4.11.(3). Since ρ is a quasi-isometric embedding, there exist
c0, c

′
0 > 0 such that c0|γ|F − c′0 ≤ ‖µ(ρ(γ))‖ ≤ c−1

0 |γ|F + c′0 for all γ ∈ Γ. In
particular, |γ|F,∞ = limn |γn|F /n ≥ c0 limn ‖µ(ρ(γn))‖/n = c0 ‖λ(ρ(γ))‖ (see (2.9)).
By Fact 2.11, there exist a finite subset S of Γ and M > 0 such that for any γ ∈ Γ
we can find s ∈ S with ‖µ(ρ(γ))− λ(ρ(sγ))‖ ≤M ; we then have

c−1
0 |sγ|F,∞ ≥ ‖λ(ρ(sγ))‖ ≥ ‖µ(ρ(γ))‖ −M ≥ c0|γ|F − (c′0 +M). �

A similar proof was given in [DGLM, § 2.1.4] to establish weak property (U) in
Example 4.11.(3), in the general setting of reductive Lie groups over any local field.
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Proposition 4.12. Let Γ be a finitely generated group with weak (resp. strong) prop-
erty (U). If some representation ρ : Γ→ GL(d,R) has a strong (resp. weak) uniform
i-gap in eigenvalues for some 1 ≤ i ≤ d− 1, then Γ is word hyperbolic.

Proof. Suppose Γ has weak property (U) and ρ : Γ→ GL(d,R) has a strong uniform
i-gap in eigenvalues. The same proof as that of Proposition 1.2 in Section 4.2 shows
that ρ has a uniform i-gap in singular values. Therefore, Γ is word hyperbolic by
Fact 4.5.

Suppose Γ has strong property (U) and ρ : Γ→ GL(d,R) has a weak uniform i-gap
in eigenvalues. Arguing exactly as in the proof of Proposition 1.2 in Section 4.2, but
replacing the translation length `F by the stable length | · |F,∞ everywhere in the
fourth paragraph of the proof, we see that ρ has a uniform i-gap in singular values.
Therefore, Γ is word hyperbolic by Fact 4.5. �

In other words, a representation ρ : Γ → GL(d,R) can never have a strong (resp.
weak) uniform i-gap in eigenvalues if Γ has weak (resp. strong) property (U) but is
not word hyperbolic.

4.5. Proof of Theorem 1.3. For the direct implication, see Fact 2.5. We now prove
the converse implication. Suppose (σ,Φρ) has a uniform i-gap of Lyapunov exponents
(Definition 2.2). Since Γ is word hyperbolic, it is well known (see e.g. [EF, Th. 5.1])
that there exists N > 0 such that for any γ ∈ Γ of infinite order, the element γN is
conjugate to some element β ∈ Γ with |β|F,∞ = |β|F . Let xβ ∈ GF be a corresponding
periodic element: namely, if β = f0 · · · fn−1 with f0, . . . , fn−1 ∈ F∪F−1 and n = |β|F ,
then xβ = (f ′k)k∈Z with f ′`n+m = fm for all ` ∈ Z and 0 ≤ m ≤ n− 1. We have

Φ(n)
ρ (xβ) = Φρ(σ

n−1(xβ)) · · ·Φρ(xβ) = ρ(f0 · · · fn−1)−1 = ρ(β)−1.

Suppose (σ,Φρ) has a uniform i-gap of Lyapunov exponents, i.e. there exists c > 0
such that χi(ν) ≥ χi+1(ν) + c for all ergodic σ-invariant measures ν on GF . We
claim that ρ has a uniform i-gap in eigenvalues (Definition 4.2 and Remark 4.3.(5)).
Indeed, for γ ∈ Γ of finite order, we have |γ|F,∞ = 0, and so we may restrict to γ ∈ Γ
of infinite order. For such an element γ, let β = f0 · · · fn−1 ∈ Γ and xβ ∈ GF be as
above. We first note that, using (2.11),

N (λd−i − λd−i+1)(ρ(γ)) = (λd−i − λd−i+1)(ρ(γN ))

= (λi − λi+1)(ρ(β)−1) = (λi − λi+1)(Φ(n)
ρ (xβ))

and n = |β|F = |β|F,∞ = |γN |F,∞ = N |γ|F,∞. On the other hand, applying the
assumption on ergodic invariant measures to the measure νxβ of (2.7) and using
(2.8), we obtain

(λi − λi+1)(Φ(n)
ρ (xβ)) = n (χi − χi+1)(νxβ ) ≥ cn,

where c > 0 is independent of γ, hence (λd−i − λd−i+1)(ρ(γ)) ≥ cn/N = c|γ|F,∞.
This proves that ρ has a uniform (d − i)-gap in eigenvalues, hence a uniform i-gap
in eigenvalues by Remark 4.3.(1).

By Proposition 1.2, the representation ρ has a uniform i-gap in singular values.
By Fact 2.7, the linear cocycle (σ,Φρ) has a dominated splitting of index i.

This completes the proof of Theorem 1.3.

Remark 4.13. The subshifts GF associated to word hyperbolic groups as in (1.1) that
we consider in this section are not necessarily of finite type for the alphabet F , as
the following example shows.
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Example 4.14. Let Γ be a group with a finite generating subset F such that any
reduced word in the alphabet F ∪ F−1 which is trivial in Γ involves at least three
different elements of F ∪ F−1. For instance, we can take Γ to be the fundamental
group of a closed surface of genus g ≥ 2, with its standard generating subset F =
{a1, b1, . . . , ag, bg} subject to the relation [a1, b1] · · · [ag, bg] = e. We assume that Γ is
not the free group generated by F . Suppose by contradiction that the subshift GF is
of finite type, i.e. there is a square matrix A = (af,f ′)f,f ′∈F∪F−1 of 0’s and 1’s such
that

GF =
{

(fk)k∈Z ∈ (F ∪ F−1)Z : afk,fk+1
= 1 ∀k ∈ Z

}
.

Let R = f0 · · · fn−1 be a cyclically reduced word in the alphabet F ∪ F−1 which
is trivial in Γ. Since any reduced word which is trivial in Γ involves at least three
different elements of F ∪F−1, for any 0 ≤ j ≤ n−1 and k ∈ N we have |(fjfj+1)k|F =
2k (where we set fn := f0) and so afj ,fj+1

= 1. Therefore the element (f ′k) ∈
(F ∪ F−1)Z with f ′`n+m = fm for all ` ∈ Z and 0 ≤ m ≤ n − 1 belongs to GF . But
R = f0 · · · fn−1 = e: contradiction.

In general, as explained in [BPS, § 5], for any word hyperbolic group Γ we can find
a finite generating subset F such that GF is what is called a sofic subshift. Sofic
subshifts are a mild generalization of subshifts of finite type, which also have the
specification property of Fact 2.10.

5. Anosov representations for semigroups

In this section, we consider the notion of an Anosov semigroup homomorphism
from Definition 1.4. We investigate a few basic aspects of it, namely the existence
of a boundary map (Lemma 5.18) defined on the so-called quasigeodesic boundary of
the semigroup (Section 5.3), the openness of the set of Anosov semigroup homomor-
phisms (Corollary 5.22), and the link with eigenvalue gaps (Proposition 5.24). We
point out some differences with the group case (Section 5.7), and focus in particular
on one important class of semigroups, namely completely simple ones (Section 5.8).
Our goal here is not to be exhaustive but to lay some foundations; we hope to develop
a more thorough theory of Anosov semigroup homomorphisms in further work.

5.1. Definitions. Let Λ be a semigroup with a finite generating subset F , i.e. any
element of Λ can be written as a product of elements of F . The semigroup Λ may ad-
mit an identity element e (in which case it is called a monoid) or not. For γ ∈ Λr{e}
we define the word length of γ to be

|γ|F = min{k ∈ N∗ : ∃f0, . . . , fk−1 ∈ F s.t. γ = f0 · · · fk−1}

and the stable length of γ to be |γ|F,∞ = limn |γn|/n; we also set |e|F = |e|F,∞ = 0.
Note that there is no clear a priori definition of translation length. For any γ, γ′ ∈ Λ,
we have |γγ′|F ≤ |γ|F + |γ′|F . The following holds similarly to Remark 4.1.

Remark 5.1. If F ′ is another finite generating subset of Λ, then there exists M ≥ 1
such that M−1 |γ|F ′ ≤ |γ|F ≤M |γ|F ′ and M−1 |γ|F ′,∞ ≤ |γ|F,∞ ≤M |γ|F ′,∞ for all
γ ∈ Λ.

Similarly to Definition 4.2, we introduce the following terminology.

Definition 5.2. For 1 ≤ i ≤ d − 1, a semigroup homomorphism ρ : Λ → GL(d,R)
has
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• a uniform i-gap in singular values if there exist c, c′ > 0 such that

(µi − µi+1)(ρ(γ)) ≥ c |γ|F − c′ ∀γ ∈ Λ, (5.1)

• a uniform i-gap in eigenvalues if there exist c, c′ > 0 such that

(λi − λi+1)(ρ(γ)) ≥ c|γ|F,∞ − c′ ∀γ ∈ Λ.

These notions do not depend on the choice of finite generating set F , by Re-
mark 5.1. As in the introduction (Definition 1.4), we say that a semigroup ho-
momorphism ρ : Λ → GL(d,R) is Pi-Anosov if it has a uniform i-gap in singular
values. By an Anosov representation we mean a semigroup homomorphism which is
Pi-Anosov for some 1 ≤ i ≤ d− 1.

Remark 5.3. If ρ : Λ→ GL(d,R) is Pi-Anosov, then its image is discrete in GL(d,R),
in the sense that its intersection with any compact subset of GL(d,R) is at most finite:
indeed, the function µi−µi+1 is continuous on GL(d,R), hence bounded on compact
sets, and the uniform i-gap in singular values implies that for any R > 0 the set of
γ ∈ Λ with (µi − µi+1)(ρ(γ)) ≤ R is finite. Moreover, if we set C := c/

√
2 > 0 and

C ′ := c′/
√

2 > 0 with (c, c′) as in (5.1), then

‖µ(ρ(γ)‖ ≥ C |γ|F − C ′ ∀γ ∈ Λ. (5.2)

Remark 5.4. A semigroup homomorphism ρ : Λ→ GL(d,R) is Pi-Anosov if and only
if the following semigroup homomorphism is:

ρ1 : Λ −→ SL±(d,R)

γ 7−→ ρ(γ)/| det(ρ(γ))|1/d. (5.3)

Indeed, (µi − µi+1)(ρ(γ)) = (µi − µi+1)(ρ1(γ)) for all γ ∈ Λ.

5.2. Anosov semigroup homomorphisms and dominated splittings. Simi-
larly to (1.1), we set

GF :=
{

(fk) ∈ FN : |fk · · · fk+`|F = `+ 1 ∀k, ` ∈ N
}
.

For κ ≥ 1 and κ′ ≥ 0, we also set

QGκ,κ
′

F :=
{

(fk) ∈ FN : |fk · · · fk+`|F ≥ κ−1(`+ 1)− κ′ ∀k, ` ∈ N
}
. (5.4)

Then GF and QGκ,κ
′

F are closed subsets of FN, and for κ̂ ≥ κ and κ̂′ ≥ κ′ we have

GF = QG1,0
F ⊂ QG

κ,κ′

F ⊂ QGκ̂,κ̂
′

F . We set

QGF :=
⋃

κ≥1, κ′≥0

QGκ,κ
′

F . (5.5)

See Corollary 5.10 below for a geometric interpretation of the set QGF in terms of
quasigeodesic rays in the Cayley graph Cay(Λ, F ).

Let σ : QGF → QGF be the shift, sending x = (fk)k∈N to y = (f ′k)k∈N where
f ′k = fk+1 for all k ∈ N. For any semigroup homomorphism ρ : Λ → GL(d,R), we
define a map Φρ : QGF → GL(d,R) by

Φρ((fk)k∈N) := ρ(f0)−1. (5.6)

As in Section 4.5, for any n ∈ N∗ and (fk)k∈N ∈ QGF , using the notation (2.2) with
T = σ, we have

Φ(n)
ρ ((fk)k∈N) = ρ(f0 · · · fn−1)−1. (5.7)

Proposition 5.5. Let Λ be a semigroup with finite generating subset F , let 1 ≤ i < d
be integers, and let ρ : Λ → GL(d,R) be a Pi-Anosov semigroup homomorphism.
Then
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(1) for any κ ≥ 1 and κ′ ≥ 0 the linear cocycle (σ,Φρ) over QGκ,κ
′

F has a domi-
nated splitting of index d− i;

(2) for any κ ≥ 1 and κ′ ≥ 0, there exist C ′′, C ′′′ > 0 such that the Pi-Anosov
semigroup homomorphism ρ1 : Λ → SL±(d,R) of Remark 5.4 satisfies that

for any n,m ∈ N∗ and any (fk)k∈N ∈ QGκ,κ
′

F ,∥∥µ(ρ1(f0 · · · fn+m−1))− µ(ρ1(f0 · · · fn−1))
∥∥ ≥ C ′′m− C ′′′ ;

(3) the map

Ecs : QGF −→ Gri(Rd)
(fk)k∈N 7−→ lim

n→+∞
Ξi
(
ρ(f0 · · · fn−1)

)
is well defined and (σ,Φρ)-equivariant; its restriction to QGκ,κ

′

F is continuous
for all κ ≥ 1 and κ′ ≥ 0.

Proof. By assumption, there exist c, c′ > 0 such that (µi − µi+1)(ρ(γ)) ≥ c |γ|F − c′
for all γ ∈ Λ. Fix κ ≥ 1 and κ′ ≥ 0. Using (5.7) and (2.11), we see that for any

n ∈ N∗ and any (fk)k∈N ∈ QGκ,κ
′

F ,

(µd−i − µd−i−1)
(
Φ(n)
ρ (x)

)
= (µd−i − µd−i−1)(ρ(f0 · · · fn−1)−1)

= (µi − µi+1)(ρ(f0 · · · fn−1))

≥ c |f0 · · · fn−1|F − c′

≥ cκ−1 n− (cκ′ + c′).

By Fact 2.7, the linear cocycle (σ,Φρ) over QGκ,κ
′

F has a dominated splitting of index

d− i and the map Ecs : QGκ,κ
′

F → Gri(Rd) sending (fk)k∈N to limn Ξi(ρ(f0 · · · fn−1))
is well defined, continuous, and (σ,Φρ)-equivariant. We thus obtain (1), as well as

(3) since QGF is the union of the QGκ,κ
′

F over all pairs (κ, κ′). Finally, (2) is a direct
consequence of Lemma 2.8.(2) together with (5.7) and (2.11). �

We shall see that for given κ ≥ 1 and κ′ ≥ 0, a converse to Proposition 5.5.(1)
holds (Proposition 5.21) under some condition which we call property (D).

5.3. The quasigeodesic boundary. We now introduce a space ∂Λ on which bound-
ary maps for Anosov representations of Λ will later be defined (see Section 5.4).

5.3.1. The Cayley graph. Recall that the semigroup Λ may admit an identity ele-
ment e (in which case it is called a monoid) or not. We denote by Λe the monoid
obtained from Λ by possibly adding an identity element e. As in [DG], we define
the Cayley graph Cay(Λ, F ) to have vertices Λe, with a directed edge from γ to γf
for every γ ∈ Λe and f ∈ F . Each edge is given a local metric in which it has unit
length, and Cay(Λ, F ) is turned into a metric space by defining the distance dF (x, y)
between two points x, y to be the length of the shortest undirected path joining them.
Note that for any γ, γ′ ∈ Λ,

dF (γγ′, γγ′′) ≤ dF (γ′, γ′′) and dF (γγ′, γ) ≤ |γ′|F . (5.8)

The inequalities may be strict, as in the following example.

Example 5.6. Let Λ be the monoid obtained by taking the quotient of the free
monoid Λ{a,b} on the alphabet F = {a, b} by the congruence generated by R :=

{(ab3, a)} ⊂ Λ{a,b} × Λ{a,b} (in other words, Λ is the largest quotient of Λ{a,b} in

which ab3 = a: see [Ho, § 1.5]). Then dF (ab3, a) = 0 < dF (b3, e) = |b3|F = 3.
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Remark 5.1 implies the following.

Remark 5.7. If F ′ is another finite generating subset of Λ, then there exists M ≥ 1
(given by Remark 5.1) such that M−1 dF ′(γ1, γ2) ≤ dF (γ1, γ2) ≤ M dF ′(γ1, γ2) for
all γ1, γ2 ∈ Λ. In particular, Cay(Λ, F ) and Cay(Λ, F ′) are quasi-isometric.

5.3.2. Quasigeodesic rays. For κ ≥ 1 and κ′ ≥ 0, a path (γn) ∈ ΛN∗ is said to be a
(κ, κ′)-quasigeodesic ray in Cay(Λ, F ) if for any k, ` ∈ N∗,

κ−1`− κ′ ≤ dF (γk, γk+`) ≤ κ`+ κ′. (5.9)

Note that a (κ, κ′)-quasigeodesic ray is also a (κ̂, κ̂′)-quasigeodesic ray for any κ̂ ≥ κ
and κ̂′ ≥ κ′. In the sequel we will be interested in paths (γn)n∈N∗ satisfying γn+1 ∈
γnF for all n ∈ N∗, i.e. there is a directed edge from γn to γn+1 in Cay(Λ, F ) for all
n ∈ N∗; the right-hand inequality in (5.9) is then automatically satisfied.

5.3.3. The path map P. Consider the map P : ΛN → ΛN∗ defined by

P((gk)k∈N) := (g0 · · · gn−1)n∈N∗ . (5.10)

Remark 5.8. Suppose Λ is a group and F is symmetric (i.e. F = F−1), and view Λ
as a semigroup with finite generating subset F . Then for any κ ≥ 1 and κ′ ≥ 0, and
any (fk)k∈N ∈ FN, the path (γn)n∈N∗ = P((fk)k∈N) is a (κ, κ′)-quasigeodesic ray in

Cay(Λ, F ) as in (5.9) if and only if (fk)k∈N ∈ QGκ,κ
′

F as in (5.4). Indeed, in this case

dF (γk, γk+`) = dF (e, γ−1
k γk+`) = |fk · · · fk+`−1|F for all k, ` ∈ N.

For semigroups Λ which are not groups, quasigeodesic rays are less immediate to
describe, as the equality dF (γk, γk+`) = |fk · · · fk+`−1|F in Remark 5.8 is only an
inequality in general (see (5.8)), which may be strict. Still, the following holds.

Lemma 5.9. Let Λ be a semigroup with finite generating subset F . Let κ ≥ 1 and
κ′ ≥ 0.

(1) For any (fk)k∈N ∈ FN, if P((fk)k∈N) is a (κ, κ′)-quasigeodesic ray in Cay(Λ, F ),

then (fk)k∈N ∈ QGκ,κ
′

F .
(2) Conversely, suppose that Λ admits an Anosov representation, or more gener-

ally (Proposition 5.5.(2)) that there exist a semigroup homomorphism
ρ : Λ→ GL(d,R) and constants C ′′, C ′′′ > 0 such that∥∥µ(ρ(f0 · · · fn+m−1))− µ(ρ(f0 · · · fn−1))

∥∥ ≥ C ′′m− C ′′′ (5.11)

for all n,m ∈ N∗ and (fk)k∈N ∈ QGκ,κ
′

F . Then there exist κ′′ ≥ 1 and κ′′′ ≥ 0

with the following property: for any (fk)k∈N ∈ FN, if (fk)k∈N ∈ QGκ,κ
′

F , then
P((fk)k∈N) is a (κ′′, κ′′′)-quasigeodesic ray in Cay(Λ, F ).

Here is an immediate consequence of Lemma 5.9.

Corollary 5.10. Let Λ be a semigroup with finite generating subset F . Suppose
that Λ admits an Anosov representation ρ : Λ → GL(d,R). Then P(QGF ) is the
set of quasigeodesic rays in Cay(Λ, F ) of the form (γn)n∈N∗ ∈ ΛN∗ with γ1 ∈ F and
γn+1 ∈ γnF for all n ∈ N∗.

Lemma 5.9.(2) relies on the following observation.

Remark 5.11. Let ρ : Λ → GL(d,R) be a semigroup homomorphism. For any
γ, γ′ ∈ Λ, we have ‖µ(ρ(γ)) − µ(ρ(γ′))‖ ≤ dF (γ, γ′) maxf∈F ‖µ(ρ(f))‖. Indeed,
setting R := dF (γ, γ′) ∈ N, there exists a path (γj)0≤j≤R in Cay(Λ, F ) with γ0 = γ
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and γR = γ′, and with γj+1 ∈ γjF or γj ∈ γj+1F for all 0 ≤ j ≤ R − 1. By (2.10)
we have ‖µ(ρ(γj+1)) − µ(ρ(γj))‖ ≤ maxf∈F ‖µ(ρ(f))‖ for all j, and we conclude by
triangle inequality.

Proof of Lemma 5.9. (1) Consider (fk)k∈N ∈ FN and (γn)n∈N∗ := P((fk)k∈N) ∈ ΛN∗ .
By (5.8), for any k, ` ∈ N∗ we have

dF (γk, γk+`) = dF (γk, γkfk · · · fk+`−1) ≤ |fk · · · fk+`−1|F .

Therefore, if (γn)n∈N∗ satisfies (5.9), then (fk)k∈N belongs to the set QGκ,κ
′

F of (5.4).

(2) Suppose there exist ρ : Λ → GL(d,R) and C ′′, C ′′′ > 0 such that (5.11) holds

for all n,m ∈ N∗ and (fk)k∈N ∈ QGκ,κ
′

F . We may assume C ′′ ≤ 1. Let M :=

maxf∈F ‖µ(ρ(f))‖. By (5.11) and Remark 5.11, for any (fk)k∈N ∈ QGκ,κ
′

F , setting

(γn)n∈N∗ := P((fk)k∈N) ∈ ΛN∗ , we have

C ′′`− C ′′′ ≤
∥∥µ(ρ(γk+`)

)
− µ

(
ρ(γk)

)∥∥ ≤M dF (γk, γk+`)

for all k, ` ∈ N∗, hence (γn)n∈N∗ satisfies (5.9) with (κ, κ′) replaced by (κ′′, κ′′′) :=

(C ′′−1M,C ′′′M−1). �

Lemma 5.9.(2) provides a simple obstruction for the existence of Anosov repre-
sentations of semigroups as in the example below. Other obstructions follow from
Section 5.8 for the class of completely simple semigroups.

Example 5.12. Let Λ be the monoid obtained by taking the quotient of the free
monoid Λ{a,b,c} on the alphabet F = {a, b, c} by the congruence generated by R :=
{((bcn)na, ac) : n ∈ N∗} ⊂ Λ{a,b,c}×Λ{a,b,c}. Note that the elements b and c generate

a free subsemigroup of Λ. Consider (fk)k∈N ∈ {b, c}N ⊂ FN such that the elements
γk = f0 · · · fk−1 satisfy γ`n = bc(bc2)2(bc3)3 · · · (bcn)n whenever `n = 2 + 32 + 43 +

. . . + (n + 1)n. Then (fk)k∈N ∈ GF = QG1,0
F . On the other hand, γ`na = acn, and

so the triangle inequality and (5.8) imply dF (e, γ`n) ≤ dF (e, γ`na) + dF (γ`na, γ`n) ≤
dF (e, acn) + dF (a, e) ≤ n + 2, which implies that (γn)n∈N∗ := P((fk)k∈N) ∈ ΛN∗ is
not a quasigeodesic ray in Cay(Λ, F ). By Lemma 5.9.(2), the semigroup Λ cannot
admit an Anosov representation. In fact, Λ cannot even admit a representation
ρ : Λ→ GL(d,R) satisfying (5.2) for some C,C ′ > 0, since |γ`na|F = |acn|F ≤ n+ 1
grows much slower with n than |γ`n |F = `n, and so the left-hand side of (5.14) in
Remark 5.15 below cannot be satisfied for (γ′, γ′′) = (γ`n , a) for all n.

5.3.4. An equivalence relation on ΛN∗. We shall say that (γn)n∈N∗ , (γ
′
n)n∈N∗ ∈ ΛN∗

remain at bounded distance in the Cayley graph if there exists N > 0 such that for
any n ∈ N∗ we can find ϕn, ϕ

′
n ∈ N∗ with dF (γn, γ

′
ϕn) ≤ N and dF (γ′n, γϕ′n) ≤ N .

One readily checks that this defines an equivalence relation ∼ on ΛN∗ . It does not
depend on the choice of finite generating subset F , by Remark 5.7.

5.3.5. The quasigeodesic boundary. Recall the path map P : ΛN → ΛN∗ from Sec-
tion 5.3.3. We define the quasigeodesic boundary of Λ to be

∂Λ := P(QGF )/∼. (5.12)

Lemma 5.13. The quasigeodesic boundary ∂Λ does not depend on the choice of finite
generating subset F of Λ.

Proof. By symmetry, it is sufficient to check that if F ′ is another finite generating
subset of Λ, then for any (fk)k∈N ∈ QGF , there exists (f ′a)a∈N ∈ QGF ′ such that
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P((fk)k∈N) ∼ P((f ′a)a∈N). For this we choose, for each f ∈ F , an expression f =
f ′(f,0) · · · f

′
(f,mf−1) of f as a product of elements f ′(f,i) of F ′.

We start with the following observation: for (fk)k∈N ∈ FN, let (f ′a)a∈N ∈ F ′
N be

given by f ′mf0+···+mfk−1
+i := f ′(fk,i) for all k ∈ N and 0 ≤ i < mfk . Then for any

k, ` ∈ N,

fk · · · fk+` = f ′mf0+···+mfk−1
· · · f ′mf0+···+mfk+`

−1. (5.13)

In particular, using (5.8) and the fact that the mf are uniformly bounded, we see
that P((fk)k∈N) ∼ P((f ′a)a∈N).

It remains to check that if (fk)k∈N ∈ QGF , then (f ′a)a∈N ∈ QGF ′ . Let M :=
max(maxf∈F mf ,maxf ′∈F ′ |f ′|F ) ≥ 1. We have |γ|F ≤ M |γ|F ′ for all γ ∈ Λ. We

claim that if (fk)k∈N ∈ QGκ,κ
′

F , where κ ≥ 1 and κ′ ≥ 0, then (f ′a)a∈N ∈ QG
κ′′,κ′′′

F ′

where κ′′ = M2κ and κ′′′ = M−1κ′ + 2M . Indeed, let a, b ∈ N. We can write
a = mf0 + · · ·+mfk−1

+ i and a+ b = mf0 + · · ·+mfk+`−1
+ j for some k, ` ∈ N and

0 ≤ i < mfk and 0 ≤ j < mfk+`
. In particular,

b+ 1 = mfk + · · ·+mfk+`−1
+ j + 1− i ≤ (`+ 1)M.

Using (5.13), we see that

|fk · · · fk+`|F ′ ≤ i+ |f ′a · · · f ′a+b|F ′ + (mfk+`
− j) ≤ |f ′a · · · f ′a+b|F ′ + 2M,

hence

|f ′a · · · f ′a+b|F ′ ≥ M−1|fk · · · fk+`|F − 2M

≥ M−1
(
κ−1(`+ 1)− κ′

)
− 2M

≥ κ′′
−1

(b+ 1)− κ′′′.

This shows that (f ′a)a∈N ∈ QG
κ′′,κ′′′

F ′ . �

Recall from Remark 5.1 that for γ ∈ Λ, the condition |γ|F,∞ > 0 does not depend
on the choice of finite generating subset F of Λ (even though the actual value of
|γ|F,∞ does); we shall write this condition as |γ|∞ > 0.

Lemma 5.14. Let Λ be a finitely generated semigroup. For any γ ∈ Λ with |γ|∞ > 0,
the element η+

γ := [(γn)n∈N∗ ] ∈ ΛN∗/∼ belongs to ∂Λ.

Proof. Let F be a finite generating subset of Λ. Consider γ ∈ Λ with |γ|F,∞ > 0:
there exist κ ≥ 1 and κ′ ≥ 0 such that |γn|F ≥ κ−1 n − κ′ for all n ∈ N. Write
γ = fγ0 · · · f

γ
N−1 for some fγi ∈ F , and consider (fk)k∈N ∈ FN such that fk := fγi

whenever k ≡ i modulo N . Then f0 · · · fnN−1 = γn for all n ∈ N∗, hence, using (5.8),
we see that P((fk)k∈N) ∼ (γn)n∈N∗ . It remains to show that (fk)k∈N ∈ QGF . For
this, for k, ` ∈ N, write k = mN + i and k + ` = (m+ n)N + j where m,n ∈ N and
0 ≤ i, j < N . We have `+ 1 = nN + j + 1− i ≤ (n+ 1)N and

|γn+1|F = |fmN · · · f(m+n+1)N−1|F ≤ i+|fk · · · fk+`|F+(N−1−j) ≤ |fk · · · fk+`|F+2N,

hence

|fk · · · fk+`|F ≥ |γn+1|F − 2N ≥ κ−1 (n+ 1)− (κ′ + 2N) ≥ κ′′−1
(`+ 1)− κ′′′

where κ′′ := κN and κ′′′ := κ′ + 2N . This shows that (fk)k∈N ∈ QGκ
′′,κ′′′

F ′ . �
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5.3.6. Action of Λ on the quasigeodesic boundary. The semigroup Λ naturally acts
on ΛN∗ by left multiplication: γ · (γn)n∈N∗ := (γγn)n∈N∗ . By (5.8), this action factors
through the equivalence relation ∼.

In order to obtain an action of Λ on ∂Λ, we would like the set P(QGF ) to be stable
under the action of Λ. This is always the case if Λ is a group Γ with finite symmetric
generating subset F , because in this case |γ′γ′′|F ≥ |γ′′|F −|γ′−1|F = |γ′′|F −|γ′|F for
all γ′, γ′′ ∈ Γ. In a general semigroup Λ with finite generating subset F , the inequality
|γ′γ′′|F ≥ |γ′′|F − |γ′|F need not always hold (see Example 5.6 with γ′ = a and
γ′′ = b3). Still, if Λ admits an Anosov representation, or more generally (Remark 5.3)
a representation satisfying (5.2) for some C,C ′ > 0, then the following weaker form
of the inequality holds.

Remark 5.15. Suppose that Λ admits a representation ρ : Λ → GL(d,R) such that
there exist C,C ′ > 0 with ‖µ(ρ(γ)‖ ≥ C |γ|F − C ′ for all γ ∈ Λ, as in (5.2). Let
M := maxf∈F ‖µ(ρ(f))‖ > 0 and (c, c′) := (CM−1, C ′M−1). Then for any γ′, γ′′ ∈ Λ,

|γ′γ′′|F ≥ c|γ′|F − c′ − |γ′′|F and |γ′γ′′|F ≥ c|γ′′|F − c′ − |γ′|F . (5.14)

Indeed, let (γ1, γ2) be (γ′, γ′′) or (γ′′, γ′). By (2.10) and (2.11) we have ‖µ(ρ(γ2)−1)‖ =
‖µ(ρ(γ2))‖ ≤ M |γ2|F and ‖µ(ρ(γ1))‖ − ‖µ(ρ(γ2)−1)‖ ≤ ‖µ(ρ(γ′γ′′))‖ ≤ M |γ′γ′′|F .
Therefore

M |γ′γ′′|F ≥ ‖µ(ρ(γ1))‖ − ‖µ(ρ(γ2)−1)‖ ≥ C|γ1|F − C ′ −M |γ2|F .

We deduce the following.

Lemma 5.16. Suppose that Λ admits an Anosov representation, or more generally
(Remark 5.3) a representation ρ : Λ→ GL(d,R) such that there exist C,C ′ > 0 with
‖µ(ρ(γ)‖ ≥ C |γ|F − C ′ for all γ ∈ Λ, as in (5.2). Then the action of Λ on ΛN∗/∼
restricts to an action of Λ on ∂Λ.

Proof. By Remark 5.15, there exist c, c′ > 0 such that |γ′γ′′|F ≥ c|γ′′|F − c′ − |γ′|F
for all γ′, γ′′ ∈ Λ. In particular, for any γ′ ∈ Λ, any κ ≥ 1, any κ′ ≥ 0, any

(fk)k∈N ∈ QGκ,κ
′

F , and any n ∈ N∗,

|γ′f0 · · · fn−1|F ≥ cκ−1n− (cκ′ + c′ + |γ′|F ). (5.15)

Consider an element γ ∈ Λ and a decomposition γ = fγ0 · · · f
γ
N−1 with fγi ∈ F . For

(fk)k∈N ∈ QGκ,κ
′

F with κ ≥ 1 and κ′ ≥ 0, let (ga)a∈N ∈ FN be given by ga = fγa for
0 ≤ a ≤ N − 1 and ga = fa−N for a ≥ N . Then g0 · · · ga−1 = γf0 · · · fa−N−1 for all
a ≥ N + 1, and so P((ga)a∈N) ∼ γ · P((fk)k∈N). It remains to show that (ga)a∈N ∈
QGF . Consider a, b ∈ N. If a + b ≤ N − 1, then |ga · · · ga+b|F ≥ 0 ≥ (b + 1) − N .
If a ≤ N − 1 < a + b, then ga · · · ga+b = (fγa · · · fγN−1)f0 · · · fa+b−N , and so (5.15)
implies

|ga · · · ga+b|F ≥ cκ−1(a+ b−N + 1)− (cκ′ + c′ + (N − a)) ≥ cκ−1(b+ 1)− κ′′

where κ′′ = cκ−1N+cκ′+c′+N . If a ≥ N , then |ga · · · ga+b|F = |fa−N · · · fa+b−N |F ≥
κ−1(b + 1) − κ′. We deduce (ga)a∈N ∈ QGF . This shows that ∂Λ = P(QGF )/∼ is
stable under the action of Λ. �

Remarks 5.17. (1) By construction, any γ ∈ Λ with |γ|∞ > 0 fixes the point
η+
γ := [(γn)n∈N∗ ] ∈ ∂Λ of Lemma 5.14.

(2) By Corollary 5.10, if Λ admits an Anosov representation, then the quasi-
geodesic boundary ∂Λ of Λ, defined by (5.12), can be seen as a subset of the
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set of equivalence classes of quasigeodesic rays in Cay(Λ, F ) for the equiva-
lence relation “to remain at bounded distance”. It corresponds to the classes
of the quasigeodesic rays ‘following directed edges’, i.e. quasigeodesic rays of
the form (γn)n∈N∗ ∈ ΛN∗ with γ1 ∈ F and γn+1 ∈ γnF for all n ∈ N∗.

(3) If the proper geodesic metric space Cay(Λ, F ) is Gromov hyperbolic, then the
set of equivalence classes of quasigeodesic rays in Cay(Λ, F ) identifies with
the Gromov boundary of Cay(Λ, F ) (see [BH, III.H.3]). Thus, if Λ admits an
Anosov representation and Cay(Λ, F ) is Gromov hyperbolic, then ∂Λ can be
seen as a subset of the Gromov boundary of Cay(Λ, F ).

(4) Suppose Λ is a word hyperbolic group with a finite generating subset F which
is symmetric (i.e. F = F−1), and view Λ as a semigroup with generating
subset F . Any point in the Gromov boundary of Cay(Λ, F ) can be realized
by a geodesic (not only quasigeodesic) ray from e in Cay(Λ, F ), hence of
the form (γn)n∈N ∈ ΛN with γ0 = e and γn+1 ∈ γnF for all n ∈ N. Using
Remark 5.8, we see that ∂Λ identifies with the full Gromov boundary of
Cay(Λ, F ), i.e. the boundary of Λ.

5.4. The boundary map. Similar arguments to [GGKW, § 5] show the following.

Lemma 5.18. Let Λ be a finitely generated semigroup, let 1 ≤ i < d be integers,
and let ρ : Λ → GL(d,R) be a Pi-Anosov semigroup homomorphism. The map
Ecs : QG → Gri(Rd) of Proposition 5.5 induces a continuous ρ-equivariant map

ξ : ∂Λ −→ Gri(Rd),

with the property that for any γ ∈ Λ with |γ|∞ > 0, the image by ξ of the fixed point
η+
γ ∈ ∂Λ of Lemma 5.14 is an attracting fixed point of ρ(γ) in Gri(Rd).

By “ξ(η+
γ ) is an attracting fixed point of ρ(γ) in Gri(Rd)” we mean that there is

an open neighborhood U of ξ(η+
γ ) in Gri(Rd) such that ρ(γ)n ·z → ξ(η+

γ ) as n→ +∞
for all z ∈ U , uniformly on compact sets. For word hyperbolic groups, this property
was referred to as “ξ is dynamics-preserving” in [GGKW], since in that case η+

γ is
an attracting fixed point of γ in the boundary of the group; a similar situation arises
in the setting of finitely generated completely simple semigroups, see Proposition 1.5
and Section 5.8 below. For more general semigroups, the fact that ξ(η+

γ ) is an

attracting fixed point of ρ(γ) in Gri(Rd) does not fully describe the dynamics of Λ
on ∂Λ since the map ξ is not necessarily injective (see Section 5.7); it still imposes
some restrictions on the dynamics, and could possibly lead to obstructions to the
existence of Anosov representations.

Proof of Lemma 5.18. By construction, the continuous map Ecs : QGF → Gri(Rd)
of Proposition 5.5 factors through the path map P of (5.10). Let us check that
if (fk)k∈N, (gk)k∈N ∈ QGF satisfy P((fk)k∈N) ∼ P((gk)k∈N), then Ecs((fk)k∈N) =
Ecs((gk)k∈N). Since ρ is Pi-Anosov, there exist c, c′ > 0 such that (µi−µi+1)(ρ(γ)) ≥
c |γ|F − c′ for all γ ∈ Λ. Consider (fk)k∈N, (gk)k∈N ∈ QGF such that P((fk)k∈N) ∼
P((gk)k∈N): there exists N > 0 such that for any n ∈ N∗ we can find ϕn ∈ N∗ with
dF (f0 · · · fn−1, g0 · · · gϕn−1) ≤ N . Note that ϕn → +∞ as n → +∞, for otherwise
some subsequence of (g0 · · · gϕn−1)n∈N∗ would be bounded, hence some subsequence
of (f0 · · · fn−1)n∈N∗ would be bounded, contradicting the fact that (fk)k∈N ∈ QGF .
Consider the finite subset

M :=
{
ρ(f) : f ∈ F

}
∪
{
ρ(f)−1 : f ∈ F

}
∪ {id}
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of GL(d,R). Arguing as in Remark 5.11, we see that ρ(g0 · · · gϕn−1) ∈ ρ(f0 · · · fn−1)MN

for all n ∈ N∗. By [GGKW, Lem. 5.8.(i)], there are a metric dGri on Gri(Rd) and a
constant CMN > 0 such that for any g ∈ GL(d,R) and m ∈MN ,

dGri

(
Ξi(g),Ξi(gm)

)
≤ CMN e−(µi−µi+1)(g). (5.16)

We deduce

dGri

(
Ξi
(
ρ(f0 · · · fn−1)

)
,Ξi
(
ρ(g0 · · · gϕn−1)

))
≤ CMN e−(µi−µi+1)(ρ(f0···fn−1))

≤ CMN e−c |f0···fn−1|F+c′ −→
n→+∞

0.

Therefore Ecs((fk)k) = limn Ξi(ρ(f0 · · · fn−1)) = limn Ξi(ρ(g0 · · · gϕn−1)) = Ecs((gk)k).

This shows that the continuous map Ecs : QGF → Gri(Rd) of Proposition 5.5 induces
a map ξ : ∂Λ = P(QGF )/∼ → Gri(Rd). This map is continuous by definition of the
quotient topology.

The map ξ is ρ-equivariant. Indeed, for any γ ∈ Λ, we can write γ = fγ0 · · · f
γ
N−1

for some fγi ∈ F . By definition of the action of Λ (Lemma 5.16), for (fk)k∈N ∈ QGF
we have γ · [(fk)k∈N] := [(ga)a∈N] where ga = fγa for 0 ≤ a ≤ N − 1 and ga = fa−N
for a ≥ N , and

Ecs((ga)a) = lim
n

Ξi
(
ρ(γ) ρ(f0 · · · fn−1)

)
.

By [GGKW, Lem. 5.8.(ii)], there are a metric dGri on Gri(Rd) and a constant Cγ > 0
such that for any g ∈ GL(d,R),

dGri

(
Ξi
(
ρ(γ)g

)
, ρ(γ) · Ξi(g)

)
≤ Cγ e−(µi−µi+1)(g).

By taking g = ρ(f0 · · · fn−1) and letting n → +∞, we see that Ecs((ga)a) =
ρ(γ)·Ecs((fk)k), and so ξ(γ ·[(fk)k∈N]) = ρ(γ)·ξ([(fk)k∈N]) by passing to the quotient.

For γ ∈ Λ with |γ|∞ > 0, let us check that ξ(η+
γ ) is an attracting fixed point

of ρ(γ) in Gri(Rd). The fact that ρ is Pi-Anosov implies that ρ has a uniform i-
gap in eigenvalues (Definition 5.2), by (2.9) and the definition of stable length. In
particular, λi(ρ(γ)) > λi+1(ρ(γ)), hence ρ(γ) has a unique attracting fixed point in
Gri(Rd). By [GGKW, Lem. 5.11], this attracting fixed point is the limit of Ξi(ρ(γn))
as n tends to infinity. This is equal to ξ(η+

γ ) by definition of ξ and η+
γ . �

5.5. Openness of the space of Anosov representations. We consider the fol-
lowing condition.

Definition 5.19. The semigroup Λ has property (D) (for ‘density of uniform quasi-
geodesic rays following directed edges’) if there exist κ ≥ 1 and κ′, N ≥ 0 such that

for any γ ∈ Λ we can find (fk)k∈N ∈ QGκ,κ
′

F and n ∈ N∗ with dF (γ, f0 · · · fn−1) ≤ N .

Remark 5.20. Property (D) is independent of the choice of finite generating set F .
Indeed, let F ′ be another finite generating subset of Λ. By the proof of Lemma 5.13,
for any κ ≥ 1 and κ′ ≥ 0 there exist κ′′ ≥ 1 and κ′′′ ≥ 0 such that for any

(fk)k∈N ∈ QGκ,κ
′

F we can find (f ′a)a∈N ∈ QG
κ′′,κ′′′

F ′ with {f0 · · · fn−1 : n ∈ N∗} ⊂
{f ′0 · · · f ′m−1 : m ∈ N∗}. On the other hand, by Remark 5.7 there exists M ≥ 1 such
that dF ′(γ1, γ2) ≤M dF (γ1, γ2) for all γ1, γ2 ∈ Λ.

Property (D) is related to automatic properties of the language generated by the
semigroup Λ (as is the case for word hyperbolic groups and the Cannon automaton,
see [BPS, § 5] and references therein). For instance, any nonabelian free semigroup
or abelian free semigroup with free generating subset F has property (D) with κ = 1
and κ′ = N = 0.

Under property (D), the following converse to Proposition 5.5.(1) holds.
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Proposition 5.21. Let Λ be a finitely generated semigroup, 1 ≤ i < d integers,
and ρ : Λ→ GL(d,R) a semigroup homomorphism. Suppose Λ has property (D) with

constants κ ≥ 1 and κ′ ≥ 0. If the linear cocycle (σ,Φρ) over QGκ,κ
′

F has a dominated
splitting of index d− i, then ρ is Pi-Anosov.

Propositions 5.5.(1) and 5.21 together show that if Λ has property (D) with con-
stants κ ≥ 1 and κ′ ≥ 0 and if (σ,Φρ) has a dominated splitting of index d − i as a

linear cocycle over QGκ,κ
′

F , then (σ,Φρ) actually has a dominated splitting of index

d− i as a linear cocycle over QGκ
′′,κ′′′

F for any κ′′ ≥ 1 and κ′′′ ≥ 0.

Proof. If the linear cocycle (σ,Φρ) over QGκ,κ
′

F has a dominated splitting of index
d − i, then by Fact 2.7, there exist C,C ′ > 0 such that for any n ∈ N and any

x ∈ QGκ,κ
′

F ,

(µd−i − µd−i+1)(Φ(n)
ρ (x)) ≥ Cn− C ′.

By property (D), there exists N ≥ 0 such that for any γ ∈ Λ we can find x =

(fk)k∈N ∈ QGκ,κ
′

F and n ∈ N∗ with dF (γ, f0 · · · fn−1) ≤ N . By (2.11) and (5.7),

(µi − µi+1)
(
ρ(f0 · · · fn−1)

)
= (µd−i − µd−i+1)

(
ρ(f0 · · · fn−1)−1

)
= (µd−i − µd−i+1)

(
Φ(n)
ρ (x)

)
≥ Cn− C ′.

On the other hand, by Remark 5.11, the fact that dF (γ, f0 · · · fn−1) ≤ N implies

‖µ(ρ(γ))− µ(ρ(f0 · · · fn−1))‖ ≤ C ′′ := N max
f∈F
‖µ(ρ(f))‖,

and so (µi − µi+1)(ρ(γ)) ≥ Cn− (C ′ + 2C ′′). This shows that ρ has a uniform i-gap
in singular values. �

Here is an immediate consequence of Fact 2.4 and Propositions 5.5 and 5.21. We
endow the space Hom(Λ,GL(d,R)) of semigroup homomorphisms from Λ to GL(d,R)
with the topology of uniform convergence on the finite generating subset F ; this
topology does not depend on the choice of F .

Corollary 5.22. Let Λ be a finitely generated semigroup with property (D). For
1 ≤ i ≤ d − 1, the space of Pi-Anosov semigroup homomorphisms is an open subset
of Hom(Λ,GL(d,R)).

5.6. Anosov representations and eigenvalue gaps. Similarly to Definition 4.10,
we consider the following property, which is again independent of the choice of finite
generating subset F , by Remark 5.1.

Definition 5.23. The semigroup Λ has property (U) if there exist a finite subset S′

of Λe and constants c, c′ > 0 such that for any γ ∈ Λ,

max
s∈S′
|sγ|F,∞ ≥ c |γ|F − c′.

For instance, any nonabelian free semigroup or abelian free semigroup with free
generating subset F has property (U) with S′ = {e} and (c, c′) = (1, 0). Similarly to
Proposition 1.2, we prove the following.

Proposition 5.24. Let Λ be a finitely generated semigroup, let 1 ≤ i < d be integers,
and let ρ : Λ→ GL(d,R) be a semigroup homomorphism.

• If ρ is Pi-Anosov, then it has a uniform i-gap in eigenvalues.
• The converse holds as soon as Λ has property (U) and the Zariski closure of
ρ(Λ) in GL(d,R) is reductive, or as soon as Λ has properties (D) and (U).
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Proof. The fact that a uniform i-gap in singular values implies a uniform i-gap in
eigenvalues follows from (2.9) and from the definition of stable length, as we already
observed in the proof of Lemma 5.18.

For the converse, we assume that Λ has property (U). If we are not in the case
that the Zariski closure of ρ(Λ) in GL(d,R) is reductive, then we may reduce to
this case as soon as Λ has property (D), using Corollary 5.22 and arguing as in the
second paragraph of the proof of Proposition 1.2 in Section 4.2. So we now assume
that Λ has property (U) and the Zariski closure of ρ(Λ) in GL(d,R) is reductive.
Suppose that ρ has a uniform i-gap in eigenvalues: there exist c, c′ > 0 such that
(λi − λi+1)(ρ(γ)) ≥ c |γ|F,∞ − c′ for all γ ∈ Λ. Arguing exactly as in the fourth and
fifth paragraphs of the proof of Proposition 1.2, but replacing the translation length
`F by the stable length | · |F,∞ everywhere in the fourth paragraph (as we already
did in the proof of Proposition 4.12), we see that ρ has a uniform i-gap in singular
values. �

5.7. Differences with the group case. Unlike in the group case, if a semigroup
homomorphism ρ : Λ→ GL(d,R) is Pi-Anosov, then

• the Cayley graph of Λ is not necessarily Gromov hyperbolic;
• the continuous ρ-equivariant map ξ : ∂Λ→ Gri(Rd) of Lemma 5.18 does not

need to be injective: it can actually be constant;
• ρ can be far from injective: there can exist two elements γ, γ′ ∈ Λ, generating

infinite cyclic subsemigroups with trivial intersection, such that ρ(γ) = ρ(γ′);
• although the semigroup ρ(Λ) is discrete in GL(d,R) (Remark 5.3), the group

generated by ρ(Λ) is not necessarily discrete in GL(d,R);
• ρ is not necessarily Pd−i-Anosov;
• when ρ is Pd−i-Anosov, the continuous ρ-equivariant maps ξ : ∂Λ→ Gri(Rd)

and ξ′ : ∂Λ→ Grd−i(Rd) given by Lemma 5.18 are not necessarily transverse:
there may exist η 6= η′ in ∂Λ such that the i-plane ξ(η) and the (d− i)-plane
ξ′(η′) intersect nontrivially.

Example 5.25. Let Λ be either a nonabelian free semigroup or an abelian free semi-
group on two generators a, b. Let ρ : Λ→ GL(d,R) be a semigroup homomorphism
such that ρ(a) = diag(et1 , . . . , etd) is a diagonal matrix with t1 > t2 ≥ · · · ≥ td and
ρ(b)ρ(a)−1 ∈ O(d) fixes the vector e1 = (1, 0, . . . , 0) ∈ Rd. One easily checks that
any element of ρ(Λ) preserves Re1 (which is an eigenline for its eigenvalue of maxi-
mal modulus) and span(e2, . . . , ed), and that µ1(ρ(γγ′)) = µ1(ρ(γ)) + µ1(ρ(γ′)) and
(µ1−µ2)(ρ(γγ′)) ≥ (µ1−µ2)(ρ(γ))+(µ1−µ2)(ρ(γ′)) for all γ, γ′ ∈ Λ. It follows that
ρ is P1-Anosov and that the continuous equivariant maps Ecs : QGF → Gr1(Rd) =
P(Rd) and ξ : ∂Λ → P(Rd) of Proposition 5.5 and Lemma 5.18 are constant with
image [e1].

(1) If ρ(a) = ρ(b), then ρ is not injective.
(2) If ρ(b)ρ(a)−1 ∈ O(d) has infinite order, then the group generated by ρ(Λ) is

not discrete in GL(d,R).
(3) If t2 = · · · = td, then ρ is not Pi-Anosov for any 2 ≤ i ≤ d− 1.
(4) If t1 > t2 = · · · = td−1 > td and ρ(b) fixes ed = (0, . . . , 0, 1) ∈ Rd, then ρ is

Pd−1-Anosov and the continuous equivariant map ξ′ : ∂Λ→ Grd−1(Rd) given
by Lemma 5.18 is constant; its image contains the image of ξ, and so ξ and ξ′

are not transverse.
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Despite these differences, one can still try to look for analogies between the semi-
group case and the group case, at least for certain classes of semigroups (see e.g.
Section 5.8)). With this in mind, we ask the following:

Question 5.26. Can Pi-Anosov semigroup homomorphisms be characterized in terms
of a boundary map ξ : ∂Λ→ Gri(Rd) as in [GGKW, Th. 1.3] and [KLP]?

Question 5.27. If a finitely generated semigroup Λ admits an Anosov representation
into some GL(d,R), must Λ have properties (D) and (U)?

5.8. The case of completely simple semigroups. We now focus on an important
class of semigroups, namely that of completely simple semigroups (see [Ho, § 3.3]).
By definition, these are the semigroups that have no two-sided ideals other than
themselves, but possess minimal one-sided ideals. For such semigroups we provide
affirmative answers to Questions 5.26 and 5.27 and prove Proposition 1.5.

5.8.1. Rees semigroups. In order to prove Proposition 1.5, we use the well-known
fact (see e.g. [Ho, Th. 3.3.1]) that any completely simple semigroup Λ isomorphic to
a Rees semigroup of the form M(Γ, I, J, P ) = I ×Γ× J with multiplication given by

(i, g, j)(i′, g′, j′) = (i, gpj,i′g
′, j′),

where Γ is a group, I, J are two nonempty sets, and P = (pj,i)j∈J, i∈I is a matrix with
values in Γ. We shall assume that Λ is finitely generated, which means that I and J
are finite and Γ is finitely generated. For any (i, j) ∈ I×J , the set Γi,j := {i}×Γ×{j}
is a subsemigroup of M(Γ, I, J, P ) and there is a semigroup isomorphism

ϕi,j : Γ 7−→ Γi,j .

g 7−→ (i, gp−1
j,i , j)

The semigroup M(Γ, I, J, P ) is the disjoint union of the Γi,j = ϕi,j(Γ) for (i, j) ∈
I × J , and so one may expect that certain properties of the group Γ will transfer to
M(Γ, I, J, P ).

Proposition 1.5 will be a consequence of the following proposition, where we say
that ρ : Λ→ GL(d,R) is Pk-divergent if (µk − µk+1)(ρ(γn))→ +∞ for any sequence
(γn)n∈N of pairwise distinct elements of Λ.

Proposition 5.28. Let Λ = M(Γ, I, J, P ) be a finitely generated Rees semigroup.
Let FΓ be a symmetric (i.e. FΓ = F−1

Γ ) finite generating subset of Γ, so that F :=⊔
(i,j)∈I×J ϕi,j(FΓ) is a finite generating subset of Λ.

(a) If Γ has property (D), then so does Λ.
(b) If Γ has property (U), then so does Λ.
(c) The Cayley graph Cay(Λ, F ) is the disjoint union of a finite oriented subgraph,

consisting of the vertex e and finitely many edges starting from it, and of finitely
many connected oriented subgraphs Cayi(Λ, F ), i ∈ I, such that
• for i 6= i′, there is no edge between a vertex of Cayi(Λ, F ) and a vertex

of Cayi′(Λ, F ); in particular, dF (x, x′) = dF (x, e) + dF (e, x′) for all x ∈
Cayi(Λ, F ) and x′ ∈ Cayi′(Λ, F ) when i 6= i′;
• for any (i, j) ∈ I × J the semigroup homomorphism ϕi,j : Γ→ Λ induces a

quasi-isometry (Cay(Γ, FΓ), dFΓ
)→ (Cayi(Λ, F ), dF ).

(d) For any (i, j) ∈ I × J , the map (gk)k∈N 7→ (ϕi,j(gk))k∈N from FN
Γ to FN defines

an embedding QGFΓ
↪→ QGF , which induces an embedding ∂ϕi : ∂Γ ↪→ ∂Λ,

independent of j. The set ∂Λ is the disjoint union of its subsets

∂ϕi(∂Γ) =
{

[(fk)k∈N] ∈ ∂Λ : f0 ∈ {i} × Γ× J
}

(5.17)
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for i ∈ I. Moreover, P(QGF ) (see (5.10)) is the set of quasigeodesic rays in
Cay(Λ, F ) of the form (γn)n∈N∗ ∈ ΛN∗ with γ1 ∈ F and γn+1 ∈ γnF for all
n ∈ N∗.

(e) The action of Λ on ΛN∗/∼ (see Section 5.3) restricts to an action of Λ on ∂Λ.
For any (i, i′, j) ∈ I × I × J and any g ∈ Γ,

ϕi,j(g) ◦ ∂ϕi′ = ∂ϕi ◦ gp−1
j,i pj,i′ . (5.18)

(f) The group Γ is word hyperbolic if and only if Cay(Λ, F ) is Gromov hyperbolic
(as in [FK, Th. 4.1]). In this case, ∂Λ is naturally homeomorphic to the Gro-
mov boundary of Cay(Λ, F ), and for any infinite-order element γ ∈ Λ we have
|γ|∞ > 0 and the point η+

γ ∈ ∂Λ of Lemma 5.14 is an attracting fixed point of γ

in ∂Λ; more precisely, if γ = ϕi,j(g) where (i, j, g) ∈ I×J×Γ, then η+
γ = ∂ϕi(η

+
g )

where η+
g is the attracting fixed point of g in ∂Γ.

(g) Given (i, j) ∈ I × J , any semigroup homomorphism ρ : Λ→ GL(d,R) induces a
group homomorphism ρ ◦ ϕi,j : Γ→ GL(d,R).

(h) Let (i, j) ∈ I × J and 1 ≤ k ≤ d − 1. A semigroup homomorphism ρ : Λ →
GL(d,R) is Pk-divergent (resp. has a uniform k-gap in singular values) if and
only if the same holds for ρ ◦ϕi,j. In particular (using Fact 4.5), ρ is Pk-Anosov
if and only if Γ is word hyperbolic and ρ ◦ ϕi,j is Pk-Anosov.

In (f), recall that if the group Γ is word hyperbolic, then ∂Γ identifies with the
Gromov boundary of Γ, see Remark 5.17.(4). By [FK], for finitely generated Rees
semigroups Λ, the Gromov hyperbolicity of the Cayley graph of Λ is equivalent to a
notion of hyperbolicity for Λ introduced by Gilman [Gi] (see also [DG]) in language-
theoretic terms.

5.8.2. Length estimates. Before proving Proposition 5.28, we introduce some nota-
tion and establish useful estimates. Let Λ = M(Γ, I, J, P ) be a Rees semigroup. For
any i ∈ I, we set Ri := {i}×Γ×J =

⊔
j∈J Γi,j ; it is a subsemigroup of Λ, and in fact

a right-ideal. Let FΓ be a symmetric generating subset of Γ. As in Proposition 5.28,

F :=
⊔

(i,j)∈I×J

ϕi,j(FΓ)

is a generating subset of Λ, and

F ′Γ :=
{
p−1
j,i pj,i′ : (i, i′, j) ∈ I × I × J

}
FΓ

{
p−1
j,i pj,i′ : (i, i′, j) ∈ I × I × J

}
is again a generating subset of Γ, containing FΓ. We assume that Λ is finitely
generated, which means that I and J are finite and Γ is finitely generated, and we
take FΓ (hence F and F ′Γ) to be finite. We set

r := 1 + 4 max
(i,j)∈I×J

|pj,i|FΓ
≥ 1.

Lemma 5.29. For any g, g′ ∈ Γ, any i, i′ ∈ I, any j, j′ ∈ J , and any γ, γ′ ∈ Λ,

(1) r−1|g−1g′|FΓ
≤ |g−1g′|F ′Γ ≤ dF (ϕi,j(g), ϕi,j(g

′))

≤ |ϕi,j(g−1g′)|F ≤ |g−1g′|FΓ
= dFΓ

(g, g′),
(2) r−1|g|FΓ,∞ ≤ |g|F ′Γ,∞ ≤ |ϕi,j(g)|F,∞ ≤ |g|FΓ,∞,

(3) dF (ϕi,j(g), ϕi,j′(g)) ≤ 2,

(4) dF (ϕi,j(g)ϕi′,j(g
′), ϕi,j(gp

−1
j,i pj,i′g

′)) ≤ r,
(5) dF (γ, γγ′) ≥ r−1 |γ′|F − 3,
(6) |γγ′|F ≥ r−1|γ′|F − 1− |γ|F .
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Proof. (1) The first inequality is immediate: any element of F ′Γ can be written as a

product of at most r elements of FΓ (using the fact that |p−1
j,i |FΓ

= |pj,i|FΓ
). The third

and fourth inequalities follow from (5.8) and from the fact that ϕi,j is a semigroup
homomorphism. The right-hand equality comes from the fact that Γ is a group. To
check the second inequality, we note that for any (ik, jk, gk) ∈ I × J × Γ,

ϕi0,j0(g0) · · ·ϕin−1,jn−1(gn−1)

= ϕi0,jn−1

(
(g0p

−1
j0,i0

pj0,i1) (g1p
−1
j1,i1

pj1,i2) · · · (gn−1p
−1
jn−1,in−1

pjn−1,i0)
)
. (5.19)

Suppose that there exist elements γ0, . . . , γn ∈ Λ such that γ0 = ϕi,j(g) and γn =
ϕi,j(g

′) and γk+1 ∈ γkF or γk ∈ γk+1F for all k. If we write γk = ϕik,jk(gk) for all k,

where (ik, jk, gk) ∈ I × J × Γ, then (5.19) shows that g−1
k gk+1 ∈ F ′Γ for all k. In

particular, |g−1g′|F ′Γ ≤ dF (ϕi,j(g), ϕi,j(g
′)).

(2) This immediately follows from (1) by replacing g by gn, dividing by n, and
taking a limit.

(3) One readily checks that for j0 ∈ J and g′ ∈ FΓ, we have ϕi,j′(gg
′) =

ϕi,j0(g)ϕi,j′(g
′), hence dF (ϕi,j0(g), ϕi,j′(gg

′)) = 1. We apply this to j0 = j and
j0 = j′, and conclude using the triangle inequality.

(4) As in (5.19), we have ϕi,j(g)ϕi′,j(g
′) = ϕi,j(gp

−1
j,i pj,i′g

′p−1
j,i′pj,i). On the other

hand, using the fact that ϕi,j is a semigroup homomorphism, (5.8), and (1), we get

dF
(
ϕi,j
(
gp−1

j,i pj,i′g
′p−1
j,i′pj,i

)
, ϕi,j

(
gp−1

j,i pj,i′g
′)) ≤ ∣∣ϕi,j(p−1

j,i′pj,i)
∣∣
F
≤ |p−1

j,i′pj,i|FΓ
≤ r.

(5) Write γ = ϕi,j(g) and γ′ = ϕi′,j′(g
′) where (i, j, g), (i′, j′, g′) ∈ I × J × Γ. As

in (5.19), we have γγ′ = ϕi,j′(gp
−1
j,i pj,i′g

′p−1
j′,i′pj′,i). Using (3), (1), and the fact that

|g1g2|FΓ
≤ |g1|FΓ

+ |g2|FΓ
for all g1, g2 ∈ Γ, we obtain

dF (γ, γγ′) ≥ dF
(
ϕi,j(g), ϕi,j(gp

−1
j,i pj,i′gp

−1
j′,i′pj′,i)

)
− 2

≥ r−1
∣∣p−1
j,i pj,i′gp

−1
j′,i′pj′,i

∣∣
FΓ
− 2

≥ r−1 |g|FΓ
− 3 ≥ r−1 |ϕi′,j′(g)|F − 3.

(6) Write γ = ϕi,j(g) and γ′ = ϕi′,j′(g
′) where (i, j, g), (i′, j′, g′) ∈ I × J × Γ.

As in (5.19), we have γγ′ = ϕi,j′(gp
−1
j,i pj,i′g

′p−1
j′,i′pj′,i). By (1), we have |γγ′|F ≥

r−1|gp−1
j,i pj,i′g

′p−1
j′,i′pj′,i|FΓ

. On the other hand, using the fact that |g1|FΓ
= |g1g2g

−1
2 |FΓ

≤ |g1g2|FΓ
+ |g−1

2 |FΓ
≤ |g1g2|FΓ

+ |g2|FΓ
for all g1, g2 ∈ Γ (since FΓ is symmetric), we

have |gp−1
j,i pj,i′g

′p−1
j′,i′pj′,i|FΓ

≥ |g′|FΓ
− |g|FΓ

− r. Using (1) again, we obtain

|γγ′|F ≥ r−1|g′|FΓ
− r−1|g|FΓ

− 1 ≥ r−1|γ′|F − |γ|F − 1. �

5.8.3. Proof of Proposition 5.28. (a) Suppose Γ has property (D) with constants
κ, κ′, N for the generating subset FΓ. For any γ ∈ Λ we can write γ = ϕi,j(g) for

some (i, j, g) ∈ I×J ×Γ. By property (D) for Γ, we can find (gk)k∈N ∈ QGκ,κ
′

FΓ
⊂ FN

Γ

and n ∈ N∗ with dFΓ
(g, g0 · · · gn−1) ≤ N . Let fk := ϕi,j(gk) ∈ F . By Lemma 5.29.(1)

and the fact that ϕi,j is a semigroup homomorphism, we have dF (γ, f0 · · · fn−1) ≤ N
and (fk)k∈N ∈ QGrκ,r

−1κ′

F . Thus Λ has property (D) with constants rκ, r−1κ′, N for
the generating subset F .

(b) Suppose Γ has property (U): there exist a finite subset S′Γ of Γ and constants
cΓ, c

′
Γ > 0 such that for any g ∈ Γ, we can find sΓ ∈ S′Γ with |sΓg|FΓ,∞ ≥ cΓ|g|FΓ

−c′Γ.
For any γ ∈ Λ we can write γ = ϕi,j(g) for some (i, j, g) ∈ I×J×Γ. Consider sΓ ∈ S′Γ
such that |sΓg|FΓ,∞ ≥ cΓ|g|FΓ

− c′Γ. By Lemma 5.29.(1)–(2), we have

|ϕi,j(sΓ)γ|F,∞ = |ϕi,j(sΓg)|F,∞ ≥ r−1cΓ|g|FΓ
− r−1c′Γ ≥ r−1cΓ|γ|F − r−1c′Γ.
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Thus Λ has property (U) with S′ :=
⊔

(i,j)∈I×J ϕi,j(S
′
Γ) and constants r−1cΓ, r

−1c′Γ.

(c) For any i ∈ I, let Cayi(Λ, F ) be the Schützenberger graph of Ri = {i} × Γ× J ,
namely the oriented subgraph of Cay(Λ, F ) with vertices Ri and with a directed
edge from g to gf for any g ∈ Ri and f ∈ F . The right-ideals Ri and Ri′ of Λ are
disjoint for i 6= i′ and so, inside Cay(Λ, F ), there does not exist any edge between
a vertex of Cayi(Λ, F ) and a vertex of Cayi′(Λ, F ) for i 6= i′. In particular, the
Cayley graph Cay(Λ, F ) is the disjoint union of its oriented subgraphs Cayi(Λ, F ),
for i ∈ I, and of a finite oriented subgraph, consisting of the vertex e and finitely
many edges joining e to the subgraphs Cayi(Λ, F ). By Lemma 5.29.(1), for any
(i, j) ∈ I × J we have dF (ϕi,j(g), ϕi,j(g

′)) ≥ r−1 dFΓ
(g, g′) for all g, g′ ∈ Γ, hence

the semigroup homomorphism ϕi,j : Γ → Ri induces a quasi-isometric embedding
(Cay(Γ, FΓ), dFΓ

) → (Cayi(Λ, F ), dF ), which is in fact a quasi-isometry since any
point of Ri =

⊔
j′∈J ϕi,j′(Γ) lies at uniformly bounded distance from a point of

ϕi,j(Γ) by Lemma 5.29.(3).

(d) Consider (i, j) ∈ I × J . By Lemma 5.29.(1), for any κ ≥ 1 and κ′ ≥ 0, and

any (gk)k∈N ∈ QGκ,κ
′

FΓ
, we have (ϕi,j(gk))k∈N ∈ QGrκ,r

−1κ′

F ; moreover, r−1dFΓ
(g, g′) ≤

dF (ϕi,j(g), ϕi,j(g
′)) ≤ dFΓ

(g, g′) for all g, g′ ∈ Γ. Therefore (gk)k∈N 7→ (ϕi,j(gk))k∈N
defines an embedding QGFΓ

↪→ QQF , which factors into an embedding ∂ϕi : ∂Γ ↪→
∂Λ. By Lemma 5.29.(3), this embedding ∂ϕi does not depend on j. By (c), we have
dF (ϕi,j(g), ϕi′,j′(g

′)) ≥ dF (ϕi,j(g), e) for all (i, j, g), (i′, j′, g′) ∈ I × J × Γ with i 6= i′,
and so the images of ∂ϕi and ∂ϕi′ are disjoint for i 6= i′.

Let us check the equality (5.17). By (5.19), for any (fk)k∈N ∈ QGF , if we write
fk = ϕik,jk(gk) with (ik, jk, gk) ∈ I × J × FΓ and set g′k := gkp

−1
jk,ik

pjk,ik+1
∈ F ′Γ, then

for any k, ` ∈ N we have

fk · · · fk+` = ϕik,jk+`

(
g′k · · · g′k+` p

−1
jk+`,ik+`+1

pjk+`,ik

)
. (5.20)

In particular, using Lemma 5.29.(1), we see that for any k, ` ∈ N,

|g′k · · · g′k+`|F ′Γ ≥ |g
′
k · · · g′k+` p

−1
jk+`,ik+`+1

pjk+`,ik |F ′Γ − 1 ≥ |fk · · · fk+`|F − 1,

and so (g′k)k∈N ∈ QGF ′Γ . On the other hand, taking k = 0 in (5.20) and using

Lemma 5.29.(1), we have dF (f0 · · · fn−1, ϕi0,jn−1(g′0 · · · g′n−1)) ≤ r for all n ∈ N∗.
By Lemma 5.29.(3) we have dF (ϕi0,jn−1(g′0 · · · g′n−1), ϕi0,j0(g′0 · · · g′n−1)) ≤ 2, and so

by the triangle inequality we obtain dF
(
f0 · · · fn−1, ϕi0,j0(g′0 · · · g′n−1)

)
≤ r + 2 for

all n ∈ N∗. This shows that [(fk)k∈N] = [(ϕi0,j0(g′k))k∈N] ∈ ∂ϕi0(∂Γ). Thus the
right-hand side of (5.17) is included in the left-hand side. The converse is clear.

Consider (fk)k∈N ∈ FN and let (γn)n∈N∗ := P((fk)k∈N). By Lemma 5.29.(5), for
any k, ` ∈ N∗,

dF (γk, γk+`) = dF (γk, γkfk · · · fk+`−1) ≥ r−1|fk · · · fk+`+1|F − 3.

Therefore, if (fk)k∈N ∈ QGκ,κ
′

F for some κ ≥ 1 and κ′ ≥ 0, then P((fk)k∈N) is an
(rκ, r−1κ+3)-quasigeodesic ray in Cay(Λ, F ). Given Lemma 5.9.(1), this implies (as
in Corollary 5.10) that P(QGF ) is the set of quasigeodesic rays in Cay(Λ, F ) of the
form (γn)n∈N∗ ∈ ΛN∗ with γ1 ∈ F and γn+1 ∈ γnF for all n ∈ N∗.

(e) By Lemma 5.29.(6), there exist c, c′ > 0 such that |γ′γ′′|F ≥ c|γ′′|F − c′ − |γ′|F
for all γ′, γ′′ ∈ Λ. Arguing exactly as in the proof of Lemma 5.16, we obtain that
the action of Λ on ΛN∗/∼ (as in Section 5.3) restricts to an action of Λ on ∂Λ. The
equality (5.18) follows immediately from Lemma 5.29.(4).
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(f) Fix j ∈ J . By (c), the maps ϕi,j , for i ∈ I, define a quasi-isometry between the
disjoint union of finitely many copies (indexed by I) of Cay(Γ, FΓ), and Cay(Λ, F ).
Therefore, Cay(Λ, F ) is Gromov hyperbolic if and only if Cay(Γ, FΓ) is, which is
equivalent to Γ being word hyperbolic. In this case, the maps ϕi,j induce a homeo-
morphism between the disjoint union of finitely many copies (indexed by I) of the
Gromov boundary of Cay(Γ, FΓ), and the Gromov boundary of Cay(Λ, F ). By (d),
the maps ϕi,j also induce an identification between the disjoint union of finitely many
copies (indexed by I) of ∂Γ, and ∂Λ. Since ∂Λ identifies with some subset of the
Gromov boundary of Cay(Λ, F ) (see (d) and Remark 5.17.(3)) and ∂Γ identifies with
the full Gromov boundary of Cay(Γ, FΓ) (see Remark 5.17.(4)), we deduce that ∂Λ
identifies with the full Gromov boundary of Cay(Λ, F ).

Consider an infinite-order element γ = ϕi,j(g) ∈ Λ, where (i, j, g) ∈ I×J×Γ. Since
ϕi,j is a semigroup homomorphism, g is an infinite-order element of Γ; since Γ is word
hyperbolic, g admits a unique attracting (resp. repelling) fixed point η+

g (resp. η−g ) in

∂Γ and |g|FΓ,∞ > 0 (see [CDP, Ch. 9, § 3] and Remark 5.17.(4)). The point η+
g (resp.

η−g ) is equal to the point η+
g (resp. η+

g−1) of Lemma 5.14 . By Lemma 5.29.(2) we have

|γ|F,∞ > 0. For any η ∈ ∂Γr{η−g } we have gn ·η → η+
g as n→ +∞, and so, by (5.18),

for any i′ ∈ I and any η ∈ ∂Γ r {p−1
j,i′pj,i · η

−
g } we have ϕi,j(g

n) · ∂ϕi′(η)→ ∂ϕi(η
+
g ).

This shows that ∂ϕi(η
+
g ) is an attracting fixed point of ϕi,j(g) in ∂Λ. It follows from

the definitions of ∂ϕi and η+
γ , η

+
g that η+

γ = ∂ϕi(η
+
g ).

(g) Since Γ and GL(d,R) are both groups, the semigroup homomorphism ρ ◦ϕi,j :
Γ→ GL(d,R) is a group homomorphism: indeed, (ρ ◦ϕi,j)(g)(ρ ◦ϕi,j)(g−1) = id for
all g ∈ Γ, hence (ρ ◦ ϕi,j)(g−1) = (ρ ◦ ϕi,j)(g)−1.

(h) The property for ρ (resp. ρ ◦ ϕi,j) to be Pk-divergent is equivalent to the
existence of a nondecreasing function ϑ : N → (0,+∞), going to infinity, such that
(µk − µk+1)(ρ(γ)) ≥ ϑ(|γ|F ) for all γ ∈ Λ (resp. (µk − µk+1)(ρ ◦ ϕi,j(g)) ≥ ϑ(|g|FΓ

)
for all g ∈ Γ); the property for ρ (resp. ρ ◦ ϕi,j) to have a uniform k-gap in singular
values is equivalent to the existence of an affine increasing function ϑ : N→ (0,+∞)
satisfying the same inequalities. Since any γ ∈ Λ can be written as γ = ϕi0,j0(g) for
some (i0, j0) ∈ I × J and g ∈ Γ, and in view of Lemma 5.29.(1), we see that in order
to prove that ρ is Pk-divergent if and only if ρ ◦ ϕi,j is, and that ρ has a uniform
k-gap in singular values if and only if ρ ◦ϕi,j does, it is sufficient to prove that there
exists m > 0 such that for any (i0, j0) ∈ I × J and g ∈ Γ,

‖µ(ρ(ϕi0,j0(g)))− µ(ρ(ϕi,j(g)))‖ ≤ m. (5.21)

Let us prove this. By the triangle inequality and Lemma 5.29.(3)–(4),

dF
(
ϕi0,j0(g), ϕi0,j(p

−1
j,i pj,i0)ϕi,j(g)

)
≤ dF (ϕi0,j0(g), ϕi0,j(g)) + dF

(
ϕi0,j(g), ϕi0,j(p

−1
j,i pj,i0)ϕi,j(g)

)
≤ 2 + r,

and so, by Remark 5.11,

‖µ(ρ(ϕi0,j0(g)))− µ(ρ(ϕi0,j(p
−1
j,i pj,i0)ϕi,j(g)))‖ ≤ (2 + r) max

f∈F
‖µ(ρ(f))‖

is uniformly bounded. On the other hand, by (2.10),

‖µ(ρ(ϕi0,j(p
−1
j,i pj,i0)ϕi,j(g)))− µ(ρ(ϕi,j(g)))‖ ≤ ‖µ(ρ(ϕi0,j(p

−1
j,i pj,i0)))‖

is uniformly bounded since I and J are finite. Applying the triangle inequality, we
obtain the existence of a uniform constant m > 0 such that (5.21) holds.

This completes the proof of Proposition 5.28.
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5.8.4. Proof of Proposition 1.5. The semigroup Λ is isomorphic to a Rees semigroup
M(Γ, I, J, P ) where I and J are finite and Γ is a finitely generated group. Let FΓ be
a symmetric finite generating subset of Γ and let F :=

⊔
(i,j)∈I×J ϕi,j(FΓ).

If Λ admits an Anosov representation, then Γ is word hyperbolic by Proposi-
tion 5.28.(h), and so Proposition 5.28.(f) ensures that the Cayley graph Cay(Λ, F )
is Gromov hyperbolic, that the Gromov boundary of Cay(Λ, F ) naturally identifies
with ∂Λ, and that for any infinite-order element γ ∈ Λ we have |γ|∞ > 0 and the
point η+

γ ∈ ∂Λ of Lemmas 5.14 and 5.18 is an attracting fixed point of γ in ∂Λ.

We first check (1) ⇔ (2). By Proposition 5.28.(g)–(h), the semigroup homomor-
phism ρ is Pk-Anosov (resp. Pd−k-Anosov) if and only if the group homomorphism
ρ◦ϕi,j has a uniform k-gap (resp. (d−k)-gap) in singular values for all (i, j) ∈ I×J .
On the other hand, for a group homomorphism, having a uniform k-gap is equivalent
to having a uniform (d− k)-gap (Remark 4.3.(1)). Thus ρ is Pk-Anosov if and only
if it is Pd−k-Anosov.

We now check (1)⇒ (3). Suppose ρ is Pk-Anosov; in particular, it is Pk-divergent.
Since ρ is also Pd−k-Anosov by (2), Lemma 5.18 yields two ρ-equivariant, continuous,
dynamics-preserving boundary maps ξ : ∂Λ → Grk(Rd) and ξ′ : ∂Λ → Grd−k(Rd).
Let us check that ξ and ξ′ are compatible and transverse. For any (i, j) ∈ I × J ,
the embedding ∂ϕi : ∂Γ ↪→ ∂Λ of Proposition 5.28.(d) is ϕi,j-equivariant by Propo-

sition 5.28.(e). The maps ξ ◦ ∂ϕi : ∂Γ → Grk(Rd) and ξ′ ◦ ∂ϕi : ∂Γ → Grd−k(Rd)
are continuous and (ρ ◦ ϕi,j)-equivariant. They are dynamics-preserving because ξ
and ξ′ are and because ∂ϕi(η

+
g ) = η+

γ where η+
g is the attracting fixed point of

g in ∂Γ (Proposition 5.28.(f)). By Proposition 5.28.(g)–(h), the group homomor-
phism ρ ◦ ϕi,j : Γ → GL(d,R) is Pk-Anosov; the (ρ ◦ ϕi,j)-equivariant, continuous,
dynamics-preserving maps ξ◦∂ϕi and ξ′◦∂ϕi must be its boundary maps, hence they
are compatible and transverse (see e.g. [GGKW, § 2.5.2]). By Proposition 5.28.(d),
any point of ∂Λ can be written as η = ∂ϕi(ζ) for some i ∈ I and ζ ∈ ∂Γ; since
ξ ◦ ∂ϕi : ∂Γ → Grk(Rd) and ξ′ ◦ ∂ϕi : ∂Γ → Grd−k(Rd) are compatible, the k-plane
ξ(η) and the (d− k)-plane ξ′(η) intersect in a plane of dimension min(i, d− i). This
shows that ξ and ξ′ are compatible. Consider η, η′ ∈ ∂Λ such that γ · η 6= γ · η′ for
some γ ∈ Λ. By (5.18), there exist i ∈ I and ζ 6= ζ ′ in ∂Γ such that γ · η = ∂ϕi(ζ)
and γ · η′ = ∂ϕi(ζ

′). By transversality of ξ ◦ ∂ϕi and ξ′ ◦ ∂ϕi, the k-plane ξ(γ · η)
and the (d − k)-plane ξ′(γ · η′) intersect trivially; but ξ(γ · η) = ρ(γ) · ξ(η) and
ξ′(γ · η′) = ρ(γ) · ξ′(η′) where ρ(γ) ∈ GL(d,R), hence ξ(η) and ξ′(η′) intersect triv-
ially. This shows that ξ and ξ′ are transverse.

Conversely, let us check (3)⇒ (1). Suppose that there exist ρ-equivariant, continu-
ous, dynamics-preserving, compatible, transverse boundary maps ξ : ∂Λ→ Grk(Rd)
and ξ′ : ∂Λ→ Grd−k(Rd) and that ρ is Pk-divergent. Consider (i, j) ∈ I × J . As in
the proof of (1)⇒ (3) above, using Proposition 5.28.(d)–(e)–(f), we see that the maps
ξ ◦ ∂ϕi : ∂Γ → Grk(Rd) and ξ′ ◦ ∂ϕi : ∂Γ → Grd−k(Rd) are (ρ ◦ ϕi,j)-equivariant,
continuous, and dynamics-preserving. They are compatible because ξ and ξ′ are.
They are transverse because ξ and ξ′ are and because if ζ, ζ ′ ∈ ∂Γ are distinct, then
ϕi,j(g) · ∂ϕi(ζ) 6= ϕi,j(g) · ∂ϕi(ζ ′) for all g ∈ Γ, by ϕi,j-equivariance and injectivity of
∂ϕi. Moreover, ρ ◦ ϕi,j is Pk-divergent by Proposition 5.28.(h). Therefore ρ ◦ ϕi,j is
Pk-Anosov by [GGKW] or [KLP2], and so ρ is Pk-Anosov by Proposition 5.28.(h).

The equivalence (1) ⇔ (4) follows from Proposition 5.24. Indeed, since Γ is word
hyperbolic it has property (U) (see Example 4.11), and so Λ has property (U) by
Proposition 5.28.(b).
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The fact that Pk-Anosov representations form an open subset of Hom(Λ,GL(d,R))
follows from Corollary 5.22. Indeed, since Γ is word hyperbolic it has property (D)
(see e.g. [BPS, Lem. 5.8]), and so Λ has property (D) by Proposition 5.28.(a).

This completes the proof of Proposition 1.5.

6. General reductive Lie groups

In this section, we fix a noncompact real reductive Lie group G which is a finite
union of connected components (for the real topology) of G(R) for some algebraic
group G defined over R.

6.1. Lie-theoretic reminders. Recall that G admits a Cartan decomposition G =
K exp(a+)K where K is a maximal compact subgroup of G and a+ a closed Weyl
chamber in a Cartan subspace a of the Lie algebra g of G. Any g ∈ G can be written
g = k exp(µ(g))k′ for some k, k′ ∈ K and a unique µ(g) ∈ a+; this defines a map
µ : G→ a+ (Cartan projection) which is continuous, proper, and surjective.

Any element g ∈ G can be written uniquely as the commuting product g = ghgegu
of a hyperbolic, an elliptic, and a unipotent element (Jordan decomposition). By
definition, the conjugacy class of gh intersects exp(a+) in a unique element exp(λ(g));
this defines a map λ : G→ a+ called the Jordan projection or Lyapunov projection.

Let Σ ⊂ a∗ be the set of restricted roots of a in g, let ∆ ⊂ Σ be the set of simple
roots with respect to the choice of a+, so that

a+ = {Y ∈ a : 〈α, Y 〉 ≥ 0 ∀α ∈ ∆},
and let Σ+ = Σ∩R>0-span(∆) be the set of positive roots. For any α ∈ Σ∪ {0}, we
set gα := {Z ∈ g : ad(Y )Z = α(Y )Z ∀Y ∈ a}. Given a subset θ ⊂ ∆, we define
Pθ (resp. P ∗θ ) to be the parabolic subgroup of G with Lie algebra g0 ⊕

⊕
α∈Σ+ gα ⊕⊕

α∈Σ+∩span(∆rθ) g−α (resp. g0 ⊕
⊕

α∈Σ+ g−α ⊕
⊕

α∈Σ+∩span(∆rθ) gα). Then P∅ = G

and P∆ is a minimal parabolic subgroup of G.

For any word hyperbolic group Γ and any nonempty θ ⊂ ∆, there is a notion
of Pθ-Anosov representation ρ : Γ → G, with continuous ρ-equivariant boundary
maps ξ : ∂Γ → G/Pθ and ξ∗ : ∂Γ → G/P ∗θ satisfying a transversality condition
and a uniform contraction/expansion condition: see e.g. [GGKW] where the same
notation is used.

Example 6.1. For G = GL(d,R) we can take K = O(d) and

a+ = {diag(t1, . . . , td) : t1 ≥ · · · ≥ td} ⊂ a = {diag(t1, . . . , td) : t1, . . . td ∈ R} ' Rd.

With this choice the Cartan projection µ (resp. the Lyapunov projection λ) identifies
with the map µ = (µ1, . . . , µd) (resp. λ = (λ1, . . . , λd)) of Section 2.8, giving the list
of logarithms of singular values (resp. of moduli of eigenvalues) of a matrix. We have
Σ = {εi − εj : 1 ≤ i 6= j ≤ d} and ∆ = {εi − εi+1 : 1 ≤ i ≤ d − 1}. The parabolic

subgroup Pi := P{εi−εi+1} is the stabilizer of the i-plane span(e1, . . . , ei) of Rd.

We shall use the following fact.

Fact 6.2 (see [GGKW, Lem. 3.2 & 3.7, Prop. 3.5]). For any nonempty θ ⊂ ∆, there
exist d ∈ N∗ and a representation τ : G→ GL(d,R) with the following properties:

• minα∈θ 〈α, µ(g)〉 = (µ1 − µ2)(τ(g)) for all g ∈ G,
• minα∈θ 〈α, λ(g)〉 = (λ1 − λ2)(τ(g)) for all g ∈ G,
• a representation ρ : Γ→ G is Pθ-Anosov if and only if τ ◦ ρ : Γ→ GL(d,R)

is P1-Anosov.
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6.2. Gaps in the Lyapunov projection for representations of finitely gener-
ated groups. Let θ be a nonempty subset of ∆ and Γ a group with a finite generating
subset F . Generalizing Definition 4.2, we shall say that a representation ρ : Γ → G
has a uniform θ-gap in the Cartan projection (resp. a weak uniform θ-gap in the Lya-
punov projection, resp. a strong uniform θ-gap in the Lyapunov projection) if there
exist c, c′ > 0 such that for any α ∈ θ and any γ ∈ Γ, we have 〈α, µ(ρ(γ))〉 ≥ c |γ|F−c′
(resp. 〈α, λ(ρ(γ))〉 ≥ c |γ|F,∞ − c′, resp. 〈α, λ(ρ(γ))〉 ≥ c `F (γ) − c′). These notions
do not depend on the choice of finite generating set F , by Remark 4.1.

Using Fact 6.2, we see that the following hold similarly to Fact 4.5, Remark 4.3.(5),
Proposition 1.2, and Corollary 4.6.

Fact 6.3 ([KLP2, BPS]). A representation ρ : Γ → G has a uniform θ-gap in the
Cartan projection if and only if Γ is word hyperbolic and ρ is Pθ-Anosov.

Remark 6.4. If Γ is word hyperbolic, then having a weak uniform θ-gap is equivalent
to having a strong uniform θ-gap in the Lyapunov projection.

Proposition 6.5. Suppose Γ is word hyperbolic. A representation ρ : Γ → G has
a uniform θ-gap in the Lyapunov projection if and only if it has a uniform θ-gap in
the Cartan projection.

Corollary 6.6. Suppose Γ is word hyperbolic. A representation ρ : Γ → G is Pθ-
Anosov if and only if it has a uniform θ-gap in the Lyapunov projection.

6.3. Anosov representations for semigroups. Let Λ be a finitely generated semi-
group and θ a nonempty subset of ∆. Similarly to Definition 1.4, we propose the
following.

Definition 6.7. A semigroup homomorphism ρ : Λ → G is Pθ-Anosov if it has a
uniform θ-gap in the Cartan projection.

For g ∈ G with 〈α, µ(g)〉 > 0 for all α ∈ θ, we set Ξθ(g) := kPθ ∈ G/Pθ where k ∈ K
satisfies g ∈ k exp(µ(g))K; this is well-defined. Let F be a finite generating subset
of Λ. As in Section 5.5, to any semigroup homomorphism ρ : Λ → G we associate
a locally constant cocycle (σ,Φρ) over QGF given by Φρ((fk)k∈N) := ρ(f0)−1 ∈ G.
Recall properties (D) and (U) from Definitions 5.19 and 5.23. Using Fact 6.2, we see
that the following holds similarly to Proposition 5.5 and Lemma 5.18, Corollary 5.22,
Proposition 5.24, and Proposition 1.5.

Proposition 6.8. If ρ : Λ → G is Pθ-Anosov, then there is a continuous (σ,Φρ)-
equivariant map Ecs : QGF → G/Pθ given by

Ecs
(
(fk)k∈N

)
= lim

n→+∞
Ξθ
(
ρ(f0 · · · fn−1)

)
,

which induces a continuous ρ-equivariant map ξ : ∂Λ→ G/Pθ, with the property that
for any γ ∈ Λ with |γ|∞ > 0, the image by ξ of the fixed point η+

γ ∈ ∂Λ of γ of
Lemma 5.14 is an attracting fixed point of ρ(γ) in G/Pθ.

Proposition 6.9. If Λ has property (D), then the space of Pθ-Anosov semigroup
homomorphisms is an open subset of Hom(Λ, G).

Proposition 6.10. If ρ : Λ → G is Pθ-Anosov, then it has a uniform θ-gap in the
Jordan projection. The converse holds as soon as Λ has property (U) and the Zariski
closure of ρ(Λ) in G is reductive, or as soon as Λ has properties (D) and (U).
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Proposition 6.11. Suppose the semigroup Λ is completely simple. If Λ admits
an Anosov representation, then the Cayley graph of Λ is Gromov hyperbolic, with
boundary ∂Λ, and any infinite-order element γ ∈ Λ has a unique attracting fixed
point η+

γ in ∂Λ. In this case, for any semigroup homomorphism ρ : Λ → G, the
following are equivalent:

(1) ρ is Pθ-Anosov;
(2) ρ is (P∆rθ)-Anosov;
(3) there exist continuous ρ-equivariant dynamics-preserving boundary maps

ξ : ∂Λ → G/Pθ and ξ′ : ∂Λ → G/P ∗θ which are compatible and transverse,
and 〈α, µ(ρ(γn))〉 → +∞ for any α ∈ θ and any sequence (γn)n∈N of pairwise
distinct elements of Λ;

(4) ρ has a uniform θ-gap in the Lyapunov projection.

Moreover, Pθ-Anosov representations form an open subset of Hom(Λ, G).

Here the notions of compatibility and transversality are defined as follows. View
G/Pθ (resp. G/P ∗θ ) as the set of parabolic subgroups of G conjugate to Pθ (resp. P ∗θ ).
We say that ξ and ξ′ are compatible if for any η ∈ ∂Λ the intersection of ξ(η) ∈ G/Pθ
and ξ′(η) ∈ G/P ∗θ is a parabolic subgroup of G, and that ξ and ξ′ are transverse if
for any η 6= η′ in ∂Λ the intersection of ξ(η) ∈ G/Pθ and ξ′(η′) ∈ G/P ∗θ is a reductive
subgroup of G.
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