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The development of living organisms involves the successive activation of several gene networks. It is often known if activation or inhibition of a given gene occurs in these networks, but their global dynamic remains poorly understood. It is thus important to understand the function of motives contained in such a network, and for this one has to be able to perform knock out experiments.

The role of feedback circuits for the dynamic of gene networks is by now well established, both experimentally and theoretically. We shall discuss the possibility of knocking out these circuits.

To a gene network $N$ is associated an interaction graph $G$, defined as follows: the vertices of $G$ are the genes of $N$; there is a positive edge $A \rightarrow B$ in $G$ when (the product of) the gene $A$ activates the expression of $B$; and there is a negative edge $A \rightarrow \neg B$ when the gene $A$ inhibits the expression of $B$. Given an oriented circuit $C$ in $G$, we say that $C$ is positive (resp. negative) when it contains an even (resp. an odd) number of negative edges.

R. Thomas conjectured that, if $N$ has several stationary states (i.e. if $N$ leads to differentiation), the associated graph $G$ must contain a positive circuit; and, if $N$ presents sustained oscillations, the graph $G$ must contain a negative circuit of length at least two. Both Thomas rules were proved mathematically, for discrete and differential models of $N$ (see [3], [4] and references therein).

In view of these results, it may be of interest to knock out some of the genes in $N$, in order to obtain a new network $N'$, the graph of which contains only few circuits. For instance, if $I$ is a set of genes such that $G \setminus I$ has no circuits,
then knocking out all the genes in \( I \) will lead to a new network \( N' \) such that its interaction graph \( G' \) does not contain any circuit (since it is a subgraph of \( G \setminus I \)). The dynamic of \( N' \) has then to be very simple: it has to evolve towards a unique stationary state (this result is due to Robert [5] for discrete dynamical systems, and it holds for differential models with decay, as those treated in [6]). If this does not happen, one has to conclude that \( N \) does not provide a complete description of the system under study: new genes and/or new interactions have to be searched for.

Since the network \( N \) can contain many circuits (up to hundreds), it is of interest to find a good algorithm for knocking out all circuits in a graph \( G \) by deleting a minimal amount of vertices. This is a purely combinatorial problem, which is known to be \( \text{NP} \)-complete [2].

Recently, one of us (H.G.) found a fairly simple algorithm which, given \( G \), gets rid of all circuits in \( G \) by deleting “few” vertices. This algorithm is the following. Given a vertex \( v \) in \( G \), let \( N(v) \) be the set of vertices \( w \) in \( G \), \( w \neq v \), such that \( vw \) is an edge, and let \( d(G,v) \) be the number of vertices in \( N(v) \). One defines as follows a finite sequence of subgraphs \( G_n \) in \( G \). Given \( G_n \), we let \( v_n \in G_n \) be a vertex such that \( d(G_n,v_n) \) is minimal. Then \( G_{n+1} \) is the graph spanned by \( G_n - (N(v_n) \cup \{v_n\}) \). The definition of \( G_n \) stops when there is no vertex left. Now, consider the subgraph \( H \) in \( G \) spanned by the vertices \( v_1, v_2, \ldots, v_n, \ldots \). It can be shown [1] that \( H \) does not contain any oriented circuit, and that its set of vertices has order at least

\[
\sum_{v \text{ vertex in } G} \frac{1}{1 + d(G,v)}.
\]

It would be interesting to apply this algorithm to actual gene networks. When edges in \( G \) are endowed with a sign, one would also like to have an efficient algorithm for depriving \( G \) of its positive (resp. its negative) circuits, by knocking out a small set of vertices. We plan to address these questions elsewhere.
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