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To Roger Howe, in friendship and admiration

ABSTRACT. This is a survey of recent work on values of Rankin-Selberg
L-functions of pairs of cohomological automorphic representations that
are critical in Deligne’s sense. The base field is assumed to be a CM field.
Deligne’s conjecture is stated in the language of motives over Q, and ex-
press the critical values, up to rational factors, as determinants of certain
periods of algebraic differentials on a projective algebraic variety over
homology classes. The results that can be proved by automorphic meth-
ods express certain critical values as (twisted) period integrals of auto-
morphic forms. Using Langlands functoriality between cohomological
automorphic representations of unitary groups, which can be identified
with the de Rham cohomology of Shimura varieties, and cohomological
automorphic representations of GL(n), the automorphic periods can be
interpreted as motivic periods. We report on recent results of the two
authors, of the first-named author with Grobner, and of Guerberoff.

1. INTRODUCTION

Let M be a motive of rank n over QQ, which can be identified with a
compatible family of ¢-adic Galois representations py pr of rank n. Then we

define the L-function L(s, M) =[], Ly(s, M) where for all p for which py s
is unramified

Ly(s,M) = [det(1 — ,o@M(Frobp)T)*l]T:q_s,

with Frob, any (geometric) Frobenius element in a decomposition group at

p inside Gal(Q/Q).

Let sop € Z be a critical value of L(s, M), in Deligne’s sense; we recall
the definition below. We state (a crude version of) Deligne’s conjecture
regarding the value at sy of the L-function:

L(so, M) ~ c*(s9, M)
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where ¢t (sg, M) is a certain explicitly defined determinant of periods of
differential forms on (a smooth projective variety containing a realization
of) M(sp), the twist of M by the Tate motive Q(sg) and ~ means “up
to Q-multiples”. More precise versions of the conjecture are stated below
for motives with coefficients in a number field F/, and for motives over Q
obtained by restriction of scalars from a CM field F.

The theory of automorphic forms on reductive groups provides a large
supply of L-functions, conjecturally including all the motivic L-functions
L(s,M). Moreover, while the above definition of L(s, M) suggests no ob-
vious relation to differential forms on algebraic varieties, the special values
of automorphic L-functions are often expressed as integrals of differential
forms over locally symmetric varieties. Thus, practically all results on spe-
cial values of motivic L-functions are in fact theorems about special values
of automorphic L-functions, which can be identified with the L-functions
of Galois representations obtained more or less directly from the theory of
Shimura varieties.

Examples. In what follows, F' is a number field, and GL(n), GL(n — 1)
denote the algebraic groups Rp/oGL(n)r, RpgGL(n —1)F over Q.

(1) It has been known for a long time that critical values of Rankin-
Selberg L-functions of cohomological automorphic representations of
GL(n)xGL(n—1) can often be written as cup products of differential
forms on the associated adelic locally symmetric spaces. Recent re-
sults on these lines are contained in [14, 16, 3]. The important paper
of Binyong Sun [17], which proves the non-vanishing of the relevant
archimedean zeta integrals, shows that the cup product expressions
can be used effectively to relate the critical values to natural period
invariants obtained by comparing the rational structures defined by
Whittaker models to those defined cohomologically. There is no ob-
vious relation, however, between these Whittaker periods and the
motivic periods that enter into the computation of Deligne’s period
invariant c*.

(2) Suppose F'is a CM field, with maximal totally real field F*, and let
o € Gal(F/F*) be the non-trivial element. A cuspidal cohomological
automorphic representation IT of GL(n) that satisfies the hypothesis
ITV —~5II¢ gives rise by stable descent to an L-packet of cohomologi-
cal automorphic representations {7}y of the group U = Rp+ U (V),
where V' is an n-dimensional hermitian space over F', provided II is
sufficiently ramified at the finite places at which U is not quasi-
split. The members of {r}y define coherent cohomology classes on
the Shimura variety Sh(V) attached to G, and thus contribute to
the Hodge-de Rham realizations of motives whose L-functions are
related to the automorphic L-function L(s, IT).
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(3) By applying the descent described in (2), the Rankin-Selberg L-
function of GL(n) x GL(1) can be identified with the standard L-
function of the unitary group U, whose integral representation by
means of the doubling method identifies its critical values with peri-
ods of the coherent cohomology classes of Sh(V'). This was carried
out when F'* = Q in [8] and has recently been generalized by Guer-
beroff in [5] (see 4.4 below).

(4) In many cases, by combining the methods of (1) with the results
described in (3), one can express the Whittaker periods in terms of
the periods of coherent cohomology classes, and thus with specific
periods of motives realized in the cohomology of Shimura varieties
— we can call these automorphic periods. As a result, the results of
(1), specifically those of [3], can be given motivic interpretations.
This has been generalized by Lin [13], who has used these methods
to obtain surprising factorizations of automorphic periods that are
consistent with what is predicted by the Tate conjecture.

Some of these results are reviewed in the body of the paper. We recall
that Deligne’s conjecture is stated for motives over Q with coefficients in a
field E; however, as Panchishkin observed [15], motives over a totally real
field F' with coefficients in F can also be interpreted as motives over Q
with coefficients in £ ® F', and Deligne’s conjecture admits a refinement
taking this into account. The same is true when F'is a CM field. Since this
does not seem to have been treated in the literature, we include an appendix
explaining the properties of E® F®C-modules that are relevant to Deligne’s
conjecture in our setting.

Acknowledgements. We thank Harald Grobner and Lucio Guerberoff for
helpful discussions regarding the topics of this survey, as well as for their
many contributions to the contents of the paper. We thank Li Ma for useful
suggestions on the appendix of the paper. We also thank the editors for
encouraging us to write the survey, and the referee for a very careful reading.
Finally, it is a pleasure and privilege to dedicate this paper to Roger Howe.

2. REVIEW OF DELIGNE’S CONJECTURE ON CRITICAL VALUES

2.1. Motives over general fields. Let M be a motive over a number field
F with coefficients in . We denote by X g (resp. X ) the set of embeddings
of E (resp. F) in C. Tensor products without subscript are by default over
Q. The motive M has several realizations as follows:

e Its de Rham realization Mpp is a finitely generated free E ® F-
module endowed with a Hodge filtration Mpgr > --- o F'(M) >
F*1(M) > --- where each F*(M) is a sub-E ® F-module of Mpg.
We remark that F*(M) is in general not a free £ ® F-module.

e For each o € X, its Betti realization over o is a finite dimensional
FE-vector space M,. Moreover, we have a Hodge decomposition as



4 MICHAEL HARRIS AND JIE LIN

FE ® C-modules:

(2.1) M,®C= P M.
p,qEZ
e For each A, a finite place of F, the A-adic realization of M is an
E\-vector space endowed with an action of Gal(F'/F) where F is an
algebraic closure of F'. The family (M) ), forms a compatible system
of A-adic representations. In particular, the L-function of M can be
defined as usual.

We refer to [15] for more discussions on motivic L-functions and p-adic
motivic L-functions. Our goal here is to describe the Deligne conjecture and
reformulate the Deligne period. For this purpose, we mainly focus on the
de Rham realization and the Betti realizations.

The comparison isomorphism relates these realizations. More precisely,
for each o € ¥, we have an isomorphism of free £ &® C-modules:

(2.2) IOO:MU®C;MDR®U(C.

This isomorphism is compatible with the Hodge structures in the sense
that:

(2.3) Lo (@D M) = FY(M) ®, C.
p=i

From the isomorphisms above, we see that dimgM, = rankggrMpr.
We call this number the rank of M and denote it by rank(M).

For w an integer, we say M is pure of weight w if M2? = 0 for any o
and any p, q such that p + q # w.

Since M§5? is an E ® C-module, we can decompose it as @, ¢y, M5 ()
where the action of E on MY?(7) is given by scalar multiplication via 7.

We say M is regular if dimcM5Z?(t) < 1 for all 0 € ¥, 7 € ¥ and
P, q € 7.

We define the Hodge type of M at (7,0) as the set T'(M,)(7) consisting
of pairs (p,q) such that MZ%(r) # 0.

The infinite Frobenius at o is an E-linear isomorphism Fip 5 : M, —
Mz, which satisfies Fip 5 0 Fip o = Id. We may extend it to an F ® C-linear
isomorphism M, ® C - Mz ® C. It sends MZ'? to MZP. Therefore if (p, q)
is contained in T'(M,)(7), then (gq,p) is contained in T'(Mz)(T).

We write n for the rank of M. If M is regular, then each T'(M,)(T)
contains exactly n elements. If moreover M is pure of weight w, then we
can write the Hodge type of M at (1,0) as (pi(7,0),¢(T,0))1<i<n With
pi(1,0) > pa(7,0) > -+ > pu(7,0) and ¢;(1,0) = w — pi(1,0).

2.2. The Deligne conjecture. The Deligne conjecture relates critical val-
ues of L-functions with the Deligne periods for motives over Q. We will give
a brief introduction here. We refer the reader to [2] for the details.

Let M be a motive over Q with coefficients in a number field E, pure of
weight w. There is only one embedding of Q in C. We write Mp for the
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Betti realization with respect to this unique embedding. It is an E-vector
space and has a Hodge decomposition Mp® C = @ MP1. Moreover,
pPHg=w

the infinite Frobenius F, exchanges MP¢ and M?P,

The de Rham realization Mppg is endowed with a Hodge filtration of
FE-vector spaces.

The comparison isomorphism I, gives an isomorphism between Mp ® C
and Mpr ® C as F ® C-modules.

Definition 2.1. We fiz any E-bases of Mp (resp. Mpr) and extend it to
an E ® C-basis of Mp®C (resp. Mpr®C).

We define the determinant period with respect to the fized bases §(M)
to be the determinant of the comparison isomorphism with respect to the
fized bases. It is an element in (E® C)*. Its image in (E® C)*/E* does
not depend on the choice of bases.

The comparison isomorphism induces an isomorphism between & MPw~P

p>i
and F'M ® C. This implies that MP*~P ~ (FIM/FIM) @ C is a free
FE ® C-module.

For simplicity, we assume that the middle stage of the filtration M®/2w/2 =
0 if w is even.

We write M* (resp. M™) for (Mp)F™* (resp. (Mp)~t=), the subset of
the fixed points of Fi, (resp. —Fy,). Since Fy, is E-linear, it is an E-vector
space.

For x € R, we write [z] for the largest integer which is no bigger than
z. We write FT M = F~M for FIw+D/2IA1. The comparison isomorphism
induces an F ® C-linear map:

(24) IE: M*®@C—>MpRC=Mpr®C — (Mpr/F*M)®C.
One can show easily that M is an isomorphism.

Definition 2.2. We fiz any E-bases of M™ (resp. Mpr/FT™M) and ex-
tends it to an E ® C-basis of M* ®C (resp. (Mpr/FTM)®C).

We define the Deligne period ct (M) with respect to the fized bases to
be the determinant of I} (M) with respect to the fized bases. It is an element
in (E®C)*. As before, its image in (E® C)*/E* does not depend on the
choice of bases.

We may define the Deligne period ¢~ (M) similarly.

Definition 2.3. Let A be an algebra (for example, A is a field or the tensor
product of two fields). Let L be a subfield of C.

Let x, y be two elements in A®@ C. We write x ~a.1, y if there exists
ee AQ L c A®C such that x = ey.

We write ~ 4 for ~a.0.
Conjecture 2.5. (the Deligne conjecture) Let m be a critical point for
M. We write € for the sign of (—1)™. We then have:

(2.6) L(m, M) ~p (2m)™ (M)
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where n® := dimgMeE.

We refer to [2] for the definition of critical points. We also remark
that in the case where M has no (w/2,w/2)-classes, we have n™ = n~ =
dimpMpr/2.

2.3. Factorization of Deligne periods. Let F' be a CM field of degree
d(F) over Q. We write F'™ for the maximal totally real subfield of F'.

Let M be a rank n motive over F' with coefficients in F, pure of weight w.
We assume that M®@/2%/2 — (0. Then for each ¢ € X, we may define a o-
determinant period §(M, o) and a local Deligne period ¢ (M, o) as follows.

Recall the comparison isomorphism:

(2.7) Ioo,o :MJ®C;MDR®U C.

We fix an E-basis of M, and extend it to an F®C-basis of M,QC. We fix
an F'® F-basis of Mpgr and consider it as an F® C-basis of Mpr®, C. We
define the o-determinant period 6(M, o) to be the determinant of I, »
with respect to the fixed bases. It is an element in (£ ® C)*. As before, it
depends on the choice of the bases, but its image in (E®C)* /(E® o(F))*
is independent of the choice.

Remark 2.1. We can use the same F ® F-basis for each o € Xr. Such a

basis is called covariant as in Proposition 2.2 of [18]. One can show that

the image of the product [[ 0(M,0) in (F®C)*/E* is independent of the
UEEF

choice of bases. Moreover, Proposition 2.11 below holds only for a covariant

basis.

We now define the local Deligne periods ¢t (M, o), extending the discus-
sion in [15] to CM fields.

The infinite Frobenius exchanges M, and Mz. We fix 3 a CM type of F,
ie. ¥p = X |X¢ In particular, we know that ¥ has d(F')/2 elements.

For each ¢ € X, we define M := (M, ® Mz)"=. It is an E-vector space
of dimension rank(M).

We write F™M for the E® F-module FI@tD/2I01, - and M}, for the

F ® F-module M DR/F“’/ 2Mppg. The comparison isomorphism induces an
F ® C-linear isomorphism:

(2.8) I, :Mf®C S Mb,® COM,®:C = (M, ® M) @ C

where Mg}g is the same set as M 5 r endowed with the same action of E and
the complex conjugation of the action of F.

We know that M} ,®M )7 is a free EQ F-module by Lemma 2.1(3) of [18].
It can also be deduced easily from the fourth point of Proposition B.3 and
the fact that dimc (M}, ® M%) ®rge C = dimM ®, C = rank(M) =n
does not depend on the choice of 7 € Y.

We define the o-Deligne period ¢* (M, o) to be determinant of I} , with

respect to any fixed F-basis of Mj and a fixed £ ® F-basis of MEREBME};.
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It is an element in (F ® C)*. Its image in (FE®C)*/(F®o(F))* does not
depend on the choice of the bases.

Remark 2.2. We may define M, , My, and ¢~ (M, o) similarly. Recall
that My, = M}, since M has no (w/2,w/2)-classes. For such a motive,
we have at complex places o that:

(29) c* (M7U) ~EQ®o(F) Ci(Ma U)‘

More precisely, let {e1,es, -+ ,e,} be any E-basis of M,. Then {e; +
Fyeiti<i<n is an E-basis of M and {e; — Fpe; }1<i<n is an E-basis of M.
If we use these bases to calculate the o-Deligne period, we will get:

(2.10) ct(M,0) = eyc™ (M, 0).

Here e, is an element in E®C such that for each 7 € X, e,(7) = (—1)""(7)
where n,(7) = dimcMg}g ®q,r C.
For the proof, it suffices to consider the following commutative diagram:

+

IOOU C
M}f®C —=% M}, ®, C® M5 ®,C

l l

I&]O’ c
M;®C —2% M},®, C® M} ®,C

where the left vertical arrow is the £ ® C-linear isomorphism sending e; +
Fre; to e; — Fpe; and the right vertical arrow is the map (Id, —Id).

It remains to show that e, € E ® o(F'). This is equivalent to show that
for g € Gal(Q/o(F)) and T € X, we have e,(g97) = e, (7).

In fact, by Remark A.2, we know ny(g97) = ny-1,(7) = ns(7) where the
last equality is due to the fact that g—*
as expected.

o = 0. Hence we have e, (g7) = e,(7)

We now consider the determinant period and the Deligne period for M =
ResF/QM. We have: Mpr = Mpr and Mp = @ M, as vector spaces

O'EEF
over F.

Proposition 2.11. Let {wi, - ,w,} be an E® F-basis of Mpr such that
the image of {(w;, Wnt1-i)h<i<n 0 Mpp @ M;}g forms an E ® F-basis of
Mp, @Mgﬁ. We use the family {w1,- - ,w,} and the image of the family
{(wi, wp+1-i) Y1<i<n to define o-determinant periods and o-Deligne periods
respectively for any o.

Let a € F be a purely imaginary element, i.e., @ = —a where @ refers to
the complex conjugation of o in the CM field F'. The following factorizations
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of periods hold at the same time:

(2.12) 3(M) ~p (D)™ T (M, 0)
O'EEF
(2.13) ) ~e ([ o)t/ Dy [ et (1, 0);
oEX oeEX
(2.14) (M) ~p ([T o)D) [Te (M, 0).
oeEX oeEX

Here Dllm/2 (resp. Dllt,/f) s the square root of the absolute discriminant of F
(resp. F*). We identify it with 1®D11p/2 € EQC (resp. 1®D1/2 e E®RC).

Recall that [n/2] is the largest integer no bigger than n/2.

Proof. The first equation is proved in Proposition 2.2 of [18]. The second
one can be proved by similar argument. We now give the details.

The Deligne period ¢*(M) is the determinant of the composition of
[1 I, and the following isomorphism of £ ® C-modules:

ey

(2.15) fr @M, e M%) ® C > M ,®C.
oED

It remains to show that the determinant of the above isomorphism is
equivalent to ([] o(a))2D n/Jr with respect to the fixed bases.

oEX
We know that M 5 R is free over E® F *. In fact, let & be any element

in ¥p+ and o, 7 be the places of F over 6. We know dim@MgR Rres C =

dim(c(MgR(@T@g C) +dim(c(MgR®T®a(C) =mnforany g € X+ and 7 € Y.

Proposition B.3 then implies that MBR is a free £ ® F"-module of rank n.
We write v; for the image of w; in MBR. We claim that the family

{vi + vnt1-ihi<i<(nr1)/2] Y {0(V; — Vns1-5) hi<i<ng2)

is an F ® F*-basis of MBR. By Lemma B.4, it is enough to prove that this
family is linearly independent over £ ® F'*.

We now prove this when n = 2m is even. In this case, if A\;, u;, 1 <i<m
are elements in £ ® F* such that in M 5 r we have

2 (Vi + voma1-i) + api(vi — vamt1-4)] = 0,

hence
m

Z[()\Z + Oé,LLi)UZ' + ()\z - aﬂi)v2m+17i] = 0.
=1

Recall that @ = —a. We know that in ME}%

m

2L = api)vi + (N + api)vzmsr—i] = 0.
i=1
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We then deduce that
D1 i+ ap) (Vi vami1-i) + Y, (A = i) (Vam 15, 0i) = 0

1<is<m 1<is<m

in M, @M/, Since {(vi,v2m+1-i)1<i<om} is an E ® F-basis of M}, ®
Mgg, we know A\; + ap; = A — ap;=0 for all ¢ and hence \; = p; = 0 as
expected. The proof for odd n is similar.

We can now take an FE-basis of MBR. Let 1, ,tqp+) be an integral

basis of F't over Q. Then {tk(vi +vn+1—i)}1<i<[(n+1)/2],1<k<d(F+) V {tkO[(’Uj —
Unt1-5)}1<j<n/2)1<k<d(F+) 18 an E-basis of M,

The E®C-basis of (MBREBME;)@G(C has been chosen as {(v;, Vp+1—i) ®o
1}1<i<n- This basis is equivalent to

{(vitvnt1-is VitV +1-)) o L <ic[(nt1)/2] Y (Vj —Vnt1—j, —0j+Un11-5) @0 L <ji<n/2)

by a rational transformation.

We observe that the o-component of f~1(tx(v; + vnr1-4)) is o(tr)((v;
Unt1—iy Vi + Unt1—i) ®p 1) for 1 < i < [(n+1)/2] and 1 < k < d(FT). The
o-component of f1(tpa(v; —vni1-5)) is o(te) (o (@) (vj —vns1—5), 7(a) (vj —
Dns1-3))®o 1 = o(t)0(0) (05— tnrs > 05+ tns1_5)Eo 1) for 1 < § < [1/2]
and 1 < k < d(FT).

We then deduce that det(f)~! ~g (] o(a))[”/Q]Dg/f.

oeY

Since 1—[ o(a) x []7(a) € Q and hence [] o(a)™! ~g ];[EE(a) ~

oEY oeY

[T o(e) by the fact that @ = —a. We also have Dp+ € Q and hence

oY

D;}rﬂ ~E D},/f We finally deduce that det(f) ~g (][] o(a))2D "/f as

e

Q

expected.

Remark 2.3. (1) We shall see in the next section that such a basis
always exists. Moreover, it can be good enough with respect to the
Hodge decomposition.
(2) If we change the condition to that the image of {(w;, w;)}1<i<n forms
a basis in M} prOM 5 r and use this basis to calculate o-Deligne peri-
ods, then we will have ¢™ (M) ~g (D}V/f) [T ¢"(M, o). Guerberoff

oEX
has suggested a simple way to prove this. More precisely, we observe

that Resp+/g(Resp/p+ (M)) = Resp/p+ M. It is easy to see that
c*(Respyp+(M),5) = ¢*(M,0). We may apply the factorization
theorem for motives over totally real fields given in [15] and [18]. It
remains to show that our basis is covariant for Resp p+(M). This
is equivalent to saying that the image of the family {w;}i1<i<n is an
E ® Ft-basis of M 5 > and this is not difficult to prove under the
condition that the image of the family {(w;, w;)}1<i<n forms a basis
in M}, ® M5
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(3) In general, for any basis, the relations §(M) ~pgpea [] 0(M,0)

O'EEF

and ¢t (M) ~ggroa [] ¢™(M,0) are always true where F9 is the
oex

Galois closure of F' over Q (for example, see [18]). Changing the
basis only affects the ratio of the two sides, which is an element of
Foal,

3. MOTIVIC AND AUTOMORPHIC PERIODS

Notation is as in the previous section. In this section we assume M
is regular. Following [12], we define period invariants generalizing those
introduced in [8]. Note that, in contrast to [8] and [3], it is not assumed
here that M is polarized.

3.1. Definitions. For o € X5, we apply Proposition B.3 (2) to F*(M) and
get:

(3.1) F(M)(a)® C= P F(M)®-C.
T|a(T,0)=a

On the other hand, equation (2.3) tells us that:

(3.2) Lo o (P MEY(7)) = F'(M) ®-gs C.
p>i
We apply Proposition B.3 to F*(M) and get:
(3.3) Lo (P ME(7)) = F{(M)(c(7, 7)) ®rgo C-
p>i
Therefore,
(3.4) dime @ M2I(7) = dimLMTYU)FiM(a(T, 0)).

p>i
Hence dimc M5 (1) = dimp, FPM(oz(T,U))—dimLa(Tyg)FpHM(a(T,0)).
In particular, the Hodge type at (7,0) only depends on a(r,0).
For each o € A and 1 < ¢ < n, we may define p;(«) = p;(7,0) for any
(1,0) such that a(7,0) = a. We define ¢;(a) = w — p;(«).

a(r,0)

We may rewrite equation (3.3) as:

(3.5) Lo, (@ ME 5 (7)) = FPi(M)(0) @70 C.

J<i

In the rest of this chapter, we fix for every o € A and for every i € [1,n]
an element @;(a) in FP{(®) M (a)\FPi—(® M (a). Here we set pg = +00 and
FPo(M) = {0}.

Replacing i by i — 1 in equation (3.5), we get:

(86)  lno( @ MPUI(r)) = FPor (M) () @rgo C.

j<i—1
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We deduce that there exists €1 ,(7) € FPiv1(M)(a) ®rgs C such that

Wi (T) := 151 (&i(@)®r@o1—€i—1,0(7)) is a non zero element in MEi@a() (1)

where o = a(T o). In particular, w; ,(7) generates the one dimensional C-

vector space Mé’i(o‘)’qi("‘) (1) = Mgi(ﬂa)’qi(ﬂo) (7).

For an integer i € [1,n], we write ¢* for n + 1 — i. The infinite Frobenius

Fo» maps w;,(7) to an element in Mg @7).a% (@) (7). Therefore, there
exists @ »(7) € C* such that

(3.7) Foo(Wio(T)) = Qio(T)wix z(7).

Definition 3.1. We define the motivic period Q;(M,o) as the element

(Qio(T ))TeZE in (E®C)".
For 1 < j <n, we also define

(3.8) QU(M,0) := Q1(M,0)Q2(M,0)- - Qj(M, o)§(M, o)(2mi)" (=12
and QO) (M, o) = 6(M, o)(2mi)"n—1/2,

Remark 3.1. This definition depends on the choice of the fixed bases
{©Gi(a) h<i<n, @ € A. A different choice will change Q;, by a factor in
(E®o(F))*.

Lemma 3.9. We have the following equations on the motivic periods:

(1) 6(M¢, o) = [H Qi(M, 0)] (M, o).
(2) For anyanF and 0 < j < n, we have
(310) Q(nij (M 70) ~E®oc(F) Q(J (Mv U)‘
Proof. We first show that (1) implies (2). In fact, we have by definition that
QUI(ME,0) ~pgo(r) Q1 (M, 0)Q2(M*,0) -+ Qu_;j(M®,0)5(M*, o) (2mi)" " D/2
and QU (M, 0) ~pgo(r) Q1(M,0)Qa(M, 0) - Q;(M, 0)3(M, o) (2mi)" "~ /2
It is easy to see that Q;(M¢, o) ~pge(r) @n+1-i(M, o)1, Hence it remains

to show (1).
In fact, we have a commutative diagram:

(3.11) My ®C —22 Mpr ®, C

JF@ le,aFm,gl(g}g

IOC o
Mz®C—- Mpr®5C
Let w;, denote Y, w; (7). By Proposition B.7, the family {w;q}i<i<n

TEX R
forms an E®C basis of M,®C. Therefore, the family {I,(wi )} 1<i<n forms
a basis of Mpgr ®, C. This basis is not rational, but can be transformed to
a rational basis by a unipotent matrix. Hence it can be used to calculate
the determinant period.
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Similarly, we may use {Ix(wiz)}1<i<n @s the basis of Mpr ®z C. Since
Fpo(wio) = Qi(M,0)w 5, the determinant of the right vertical arrow

n

equals [ [ Qi(M, o). The lemma then follows from the E-rationality of Fi.
i=1

3.2. Deligne period for tensor product of motives. Let M and M’ be

two regular motives over a CM field F' with coefficients in a number field F

pure of weight w and w’ respectively. We write n for the rank of M and n’

for the rank of M’.

We have defined motivic periods for M and M’ in the previous sections.
For each o € X, we shall calculate the local Deligne period for M ® M’ in
terms of motivic periods in this section. We keep the notation of the last
section.

We first construct an F ® F-basis of Mpr which is good enough with
respect to the Hodge filtration.

For each a € Aand eachi € [1,n], we define 0; (o) := Wij(a)— >, €i—1,4(7).

a(r,0)=T1
We consider {&;()}1<i<n as a family of vectors in M (a) ® C. Recall that
{@i() }1<i<n 1s an L, ® C-basis of M (a) ® C. We claim that {0;(a)}i<i<n
is also an L, ® C-basis of M (a) ® C.

In fact, since €;_1,(7) € FPi=1(M)(a) ®rgs C, we know that the sum

> €im10(7)isin FP1(M)(a)®C. The L,®C-module FPi-1(M)(a)®C
a(r,0)=T7
is generated by {Wj(c)}1<j<i—1. Therefore, the family {W;(a)}1<i<n can be
transformed to the L, ® C-basis {&J;()}1<i<n by a unipotent matrix.

For each 1 < i < n, we define @; (resp. w;) to be the sum ] @;(«) (resp.
acA
> Wi(a)). The family {@;}1<i<n is a rational basis of Mppr and hence can
acA
be considered as an E ® F' ® C-basis of Mpr ® C. The family {&;}1<i<n is

also an £ ® F ® C-basis of Mpr ®C. It can be transformed to the previous
rational basis by a unipotent transformation.

We remark that by the regularity property of M, the vector &; is unique
up to multiplication by elements in (F ® F)*.

In order to apply Proposition 2.11, we first show that the basis {&;}1<i<n
of Mpp satisfies the condition there.

Lemma 3.12. The image of the family (S;, Gnt1—i)1<i<n i Mn @ Mg}g
forms an E® F-basis.

Proof. We write v; for the image of &; in M}, = Mpr/F*/?(M).

By Lemma B.4, it is enough to show that this family is £ ® F-linearly
independent. This is equivalent to saying that the family {(v;®-ge 1, viQrgz
1)}1<i<n is C-linearly independent in MBR Rree CH MBR ®rxs C.

Recall that by construction we have v; @;gs 1 € F Pi(T:0) N[ ®rgo C. More-
over, Uni1—i ®rge 1 € FPrt1-i0) M @, 0r C = FU P9 M ®, g, C.
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Since p;(7,0) # w/2, we have either p;(7,0) > w/2, either p;(7,0) < w/2.
In the first case, we have FPi(m9) ) < Fw/Q(M) and hence v; ®:gs 1 = 0.
In the second case we have vj41-; gz 1 = 0.

We deduce that the family {(v; ®-g0 1, Vi ®rgz 1)} 1<i<n equals {(v; Qrge
L,0)} p,(r,0)<w/2 Y (0, Ut 1-i ®r@z 1)p,(r,0)}>w/2- The linear independence of
this family is clear by the construction of &j;.

Therefore, we may apply Proposition 2.11 to the basis {&;}1<i<n and
calculate the Deligne period using this basis. Since the determinant of a
unipotent matrix is always one, we can instead use the basis {&; }1<i<n. The
idea was implicitly contained in [8] and discussed in detail in [12] and [5].

We fix a basis for M}, similarly. For any o € X, we fix any E-bases
of M, and M/ and extend them to F ® C-bases of M, ® C and M, ® C
respectively.

It remains to define the split index to state our main proposition.

Definition 3.2. We write the Hodge type of M at (7,0) as (pi(1,0),w —
pi(T,0))1<i<n with p1(7,0) > pa(T,0) > -+ > pu(7,0). We write the Hodge
type of M" at (1,0) as (rj(1,0), w' —r;j(T,0))1<j<n withri(T,0) > ro(T,0) >
s> (T, 0).

We assume that M ® M’ has no (w;w/, %wl)—classes. Then pi(T,0) +
ri(T,0) # w-gw’ forany i, j. Hence the sequence —ry/(T,0) > —rp_1(7,0) >

- > —ri(1,0) is split into n + 1 parts by the numbers pi(1,0) — %w/ >
po(T,0) — %“” > > py(r,0) — %’“’/ We denote the length of each part

by sp(i, M; M',0)(1), 0 < i < n, and call them the split indices for the
motivic pair.

For 0 < i < n, we write sp(i, M; M', o) for (sp(i, M; M’ ,0)(T))ren, as
an element in N*2. We may define sp(j, M'; M, o) for 1 < j <n' similarly.
Proposition 3.13. We assume that the motive MQM' has no (%w/, %“’,)—
classes. We have the following equation for the Deligne period with respect
to the above bases:

(3.14) cFr (MM, o) =
(i)~ 5 [(QU(M, )P IM M) [T (QUWI(M, )tk M)
j=0 k=0

Moreover, the factorization of ¢*(Resp/o(M ® M')) in Proposition 2.11
holds at the same time.

Since the previous proposition concerns only one place, we may assume
that the base field F'* = Q. In this case, the previous proposition was proved
in [10, 3] when the motive is polarized, and was generalized to non-polarized
motives in [13, 12].

Remark 3.2. If M ® M’ has non-trivial (w/2,w/2)-classes then there is no
critical point (cf. 1.7 of [8]).
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Recall by definition that the image of @; in Mpr®,C is equal to Iy & (Wi ).
The proof is the same as for motives over quadratic imaginary fields (cf.
Proposition 1.1 and Proposition 1.2 of [12]). We only need to replace w;
(resp. wf) there by our w;, (resp. wiz).

The key point of the proof is the relation Fips(wis) = Qiowixz. The
original ideas can be found in [10] where the author provided a proof for self
dual motives.

3.3. The Deligne period for automorphic pairs. Let IT and II' be cusp-
idal cohomological automorphic representations of GL,(Ar) and GL,/(AF)
respectively. We write (2499247:4),<;<,, for the infinity type of II and
(2B7izP7.) ¢ j<py for the infinity type of II' at o € ¥ respectively. The
numbers A, ; are in Z + "T_l and the numbers B, ; are in Z + % for any
ce€eYp, 1 <i<nandl<j<n/;they are written in strictly decreasing
order:
Asi > Asiv1; Boj > Bojt1

forall c and 1 <i <n,1<j<n'. In particular, IT and II' are regular.

We know that the sum A, ; + Az; = w(II) does not depend on the choice
of i or 0. Moreover, the finite part of IT is defined over a number field E(II).

We define w(Il') and E(IT') similarly.

Definition 3.3. (1) We say II is polarized if IIV =~ II°.

(2) We say 11 is sufficiently regular if | As; — Ay | is big enough!
for any o € X and i # 1.

(3) We say the pair (IILLII') is in good position if n > n' and the
numbers —Bj, 1 < j < n’ lie in different gaps between the numbers
—wltedl) 4 4, 1< <n.

We write M (II) and M (IT') for the pure motives over F (for absolute
Hodge cycles) conjecturally attached to IT and II' respectively. We know
M(II) (resp. M(II')) is pure of weight w := —w(II) + n — 1 (resp. w' :=
—w(Il') + n' — 1) with coefficients in E(II) (resp. E(IT")). We will consider
the Deligne conjecture when Resp (M (IT) ® M (1)) has no (wtw! whwy
classes.

Definition 3.4. For 1 < ¢ < n, 1 < j < n' and 0 € X, we define
sp(i, ILI, o) := sp(i, M(IT); M(I'), o) and sp(j,11'; 11, o) := sp(j, M(II'); M (11), o).

Remark 3.3. (1) When we write down the infinity type of II, we have
implicitly fixed an embedding of the coefficient field . Changing the
embedding induces a permutation on the infinity type. For example,
let x be an algebraic Hecke character with coefficients in a number
field E. We fix 7 : E — C an embedding of . We can then write
its infinity type as (0(2)* )yex,. Let 7/ be another embedding of E.

IDifferent results require gaps of different sizes. For example, in Theorem 4.3, the gap
has to be just slightly larger than the minimum; larger gaps are needed for some of the
results of [13]
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We take g € Aut(C) such that 7/ = g o 7. Then the infinity type of
x with respect to the embedding 7’ is (0(2) 77 ) pex,. -

(2) The Hodge type of M (II) at o with respect to a fixed embedding of
Eis {(—As; + 251, — Az + 251)}. Hence the integers sp(i, I 1T, o)
can be defined without assuming the existence of M (II).

By Proposition 3.13, we have
(3.15) cH(M(IT) @ M'(T1'), o)
—nn’(ntn'—2) M

= (2mi) " [1QVM (1), ) U ) [](QU(M(IT), ) 1H1h)
Jj=0 k=0

~

If n/ =1, it is easy to calculate the split index.

Proposition 3.16. Let II' = x be a reqular algebraic Hecke character over
F' of infinity type (0(2)* )sexy -

For o in the CM type X, we write I, = I,(I1, x) for the cardinal of the
set {i | Agi — Az, + a5 — az < 0}.

If M(IT) ® M(x) is critical, then

cH(M(IT) ® M(X),0) ~p@E () (F)

(2mi)~ "5 QU (M(TT), ) QO (M (), )"~ 12 QM (M (x), o) I~

For each o € ¥p, the CM period p(x, o) is a complex number defined in
the appendix of [7].

We define ¥ = x©~! and ¥ = % It is easy to see that ; =Y.
X

The following lemma follows from Blasius’s results on the Deligne conjec-
ture [1].

Lemma 3.17. (Comparison of CM periods and motivic periods for Hecke
characters) Let x be a regular algebraic Hecke character over F. We have:

(1) 5<M(X)7 U) ~E(x) p(;cf;’ U);

(2) QM) 0) ~py 22D L o).
p(x¢, o) X

Consequently, we have:
(318)  QUM(),0) ~p(y P(X*,0) and QM (M (x),0) ~p(y P(X, ).

We refer to section 6.4 of [13] for the proof of the lemma when F'* = Q.
The same ideas should work for general CM fields.

Proposition 3.16 generalizes the similar expression proved in [8] when
F* = Q, and can be compared to Guerberoff’s expression in [5] for the

Deligne period of Mo® Rp/p+ M (%); here My is a polarized motive over F'*
and 1 is an algebraic Hecke character of F' of infinity type (27"%)sex,. For
simplicity, we assume that v is of weight 0, i.e. m, +mz = 0 for all og € Xp.
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~

Theorem 3.19. [Guerberoff] If My ® Resp/p+ M (%) is critical, then for
any og € Xp+, we have

¢ (Mo ® RM (D), 00 ) ~ pairo(r 9(Mo: 00)Q(P, 00) [T @y (Mo).
J<So

We refer to [5] for an explanation of the parameters for the general case.

If in addition to being polarized, II is isomorphic to II¢, we expect that
IT is associated to a polarized motive My over F'T.

In this case we have

¢t (M(H) ® M(J)a U) ~EQQ(¢)®0(F) c* (MO ® ReSF/F‘*'M(J))

We claim that Guerberoff’s result is compatible with Proposition 3.16.

In fact, we write I, as the index in Proposition 3.16 for the pair (II, 1Z)
One can show that the index s, in Theorem 3.19 is equal to n — I,. Hence
the index 7, in [5] is equal to I,. As in section 5 of [5], we have

Q(IZ, 00) ~ Q@)@ (F) p(qZ’ o) = p(lza 0')2[0‘771.

On the other hand, by equation (3.18) we may simplify the last two terms
in Proposition 3.16 for y = v as follows:
Q(O) (M), U)TFIUQ(I) (M (), U)IU ~Q@)®0(F) p(¢, ‘7)210711'
It remains to compare (2772')7"(”2_1) Qo) (M(II), o) with 6( My, o) [ Li<s, @joo(Mo).
It follows from the definitions that

§(Mo,00) ~Ege(r) 0(M(IT),0)

and
Q; (Mo, 00) ~pgo(r) Qi (Mo, o)

where o is the lifting of o¢ in the CM type X of F. Hence the term
n(n—1

6(Mo, 00) [ [ <5, @j.oo(Mo) is equivalent to (2i) ™ “ )Q(S")(M(H),U). Since

IT =~ 1I¢, we have M (II) =~ M(II)°. By the second part of Lemma 3.9 we

have Q) (M(I1),0) ~pgyry Q") (M(I)¢,0) ~pgyry QU (M (1), o)
which completes the comparison.

4. RESULTS ON CRITICAL VALUES

We can now restate the Deligne conjecture for Res y q(M (IT) @ M (IT')).

Conjecture 4.1. If me N + ’“”2# is critical for I1 x II' then the critical
value at s = m satisfies

(42) L(m, IT x H/) ~EID)QE(Il); Fyal

(2 ) T[T (QU) (M (I1), )P T (QUIQI(T), ) opht 1)
oe¥ j=0 k=0
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Remark 4.1. Here we consider the relation up to E(II) ® E(II') ® F9*.
1/2

#+ in Proposition 2.11. More-

Hence we can ignore the terms [ [ o(«) and D
ceX
over, by equation (2.10), we don’t need to consider the sign in the original

Deligne conjecture.

Remark 4.2. When we write down the relation ~ g g (1) peat, We have
implicitly considered L(m,II® IT') as an element of E(II) ® E(II') ® C. In
fact, we have a priori fixed embeddings of E(IT) and E(IT') in C. For each
g1 € Aut(C) and g2 € Aut(C), the value L(m,I19" ® I1'92) depends only
on g1 |gam and g2 |gar). Therefore, for any embeddings 71 : E(II) — C
and 7 : E(II) — C, we may define L(m, 1" ® II'2) as L(m, 19" ® 11'92)
where g; is any lift of 7; in Aut(C) for i = 1,2. It is clear that (L(m,II" ®
') .. B()C,ra: E(IT)—C 18 an element of E(IT) ® E(II') ® C. We simply
denote it by L(m,II®II').

Some concrete results have been shown when the motivic periods Q) (M (II), o)
are replaced by corresponding automorphic arithmetic periods. Here is a list
of results obtained recently when F is a CM field. Notation (P (II), etc.)
will be explained more precisely in subsequent sections. In what follows, we
let K be a quadratic imaginary field, and assume F = F*K where F'" is
the maximal totally real subfield of F'.

4.1. Results when '™ = Q. We first assume F™ = Q, where the results
are easier to state.

Theorem 4.3. [Grobner-H., Lin] We assume that both II and II' are cus-
pidal, cohomological, polarized and sufficiently regular.

If n #£ n' mod 2 and the pair (II,II") is in good position (cf. Definition
3.3) then for critical points m > 0 we have that:

n n’

L(m, TIXIT) ~ ppuy et (200)™" [ [ POEDPEI [T PO ) parin,
j=0 k=0

where PR (I1) = PU(ID), in the notation of Definition 4.1, with I the sin-
gleton k €{0,...,n}.

4.2. Guerberoff’s results on critical values of L-functions. As noted
above, Guerberoff has generalized the results of [8] on special values of L-
functions of unitary groups to arbitrary CM fields. The statement of Guer-
beroff’s result is as in [5]; some of the notation has been changed.

Theorem 4.4. [Guerberoff| Let V be a Hermitian space of dimension n
over F respect to F/F*. Assume that V has signature (r4,5,) at 0 € 3
where X is a CM type of F' as before.

Let w be a cohomological holomorphic discrete series automorphic rep-
resentation of the rational similitude group associated to V. Let i be an
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algebraic Hecke character of F of infinity type (277))pex,. We can pa-
rametrize the weight of ™ by a tuple of integers ((ag1, ..., 0sn)oex; o) N @
natural way.

We assume that m is polarized, i.e. 7 =7 ® ||u|[>™. If me Z + "5 is
such that

n—1 .
(4.5) n<m+ 5 < min{agr, + 5o+ Mo — Mz, Ags, + T +Ma—Mg ey,
then
L5 (m, 7w ® $, St) ~ p(myg(pypeet (278) ™20 P()Qy (7).

The term P(1)) is a certain expression involving periods of CM abelian va-
rieties attached to the Hecke character 1. The term Qv () is the normalized
Petersson norm of an arithmetic holomorphic vector in 7.

Remarks 4.6. (1) The current version of Guerberoft’s theorem only applies
to polarized representations, but the methods apply more generally.

(2) The assumption n < m + "T_l is unnecessarily strong; extension down
to the center of symmetry of the functional equation should be possible by
the methods of [9].

(3) It is likely that this result can be improved to allow for the action of
Gal(Q/F') on the ratio of the two sides, for some subfield F’ < F9: one
would like to replace F9% by Q.

4.3. Results on Rankin-Selberg L-functions. Let II be a cohomological
regular polarized cuspidal representation of GL,(Ar). We assume that ITV
descends to {7}y, a packet of representations of the rational similitude group
associated to V', which contains a holomorphic discrete series representation
and we denote it 7. The automorphic period Qv (7) can be defined as before.

Definition 4.1. Let I = (r,)sex be an element in {0,1,--- ,n}*. We define
the automorphic arithmetic pem’od pU )(H) (27m) 280 Qy (7).
If F* = Q then we write PY)(IT) for PY)(I1) when I is the singleton a.

We observe that
L(m,m®4,St) = L <m,Hv @J) - (m,HC@)J) s <m,n®€p”c) .

If we have moreover that I1¢ =~ II then 7 is polarized and we may apply
Guerberoff’s result to the left hand side. In this case, we have

Theorem 4.7. Let II be as the beginning of this subsection. If I1 moreover
satisfies T1¢ >~ TI, then for m € Z + ”—_1 satisfying (4.5), we have:

LS (m H@q/ﬂ?) @) o
(4.8) (2mi)dFImn/2 p(D (11 )11 QO (M (¢ c) o)1 QW (M (ye), o)l

where I, =14 in (4.5).
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We remark that E(7x) o E(II) but the inclusion is in general strict. But
since all terms on both sides other than P)(II) depend only on the embed-
ding of E(II)®E(v) into C, we know that the arithmetic automorphic period
PU(IT) also depends only on the embedding of E(II)® E(¢)). Moreover, we
may replace E(m) ® E(1) by E(II) ® E(¢) in the relation.

If we arrange (a; s )1<i<n in decreasing order for any fixed o € 3, then the
infinity type of Il at o € 3 is z_“i"’_nTH”Eaiv"JrnTH_i, and the infinity type
of Y° is 2Me—Maz—motms It ig easy to see that equation (4.5) implies that
re = I, (11, ;/;Z) defined in Proposition 3.16.

The methods of the above theorem should work in more general cases. As
mentioned above, we expect that the field F9% can be replaced by Q. We
assume it as a hypothesis here. L. Guerberoff and the second author plan
to include a proof in a future paper.

Hypothesis 4.9. The above theorem is true for general 11 as in the begin-

ning of this subsection and all critical m > 0 with I, = IJ(H,{FC) and the
relation up to E(I1) ® E(1).

This hypothesis is the Conjecture 5.1.1 of [13]. Under this hypothesis, one
can prove the following factorization result as in Theorem 7.6.1 of loc.cit.

Theorem 4.10. If I1 is sufficiently reqular then there exist some complex
numbers P(") (IT,0), 0 < r < n, well-defined up to multiplication by elements
in (E(I)o(F))*, such that the following two conditions are satisfied:

(1) PO (II) ~pypeat || PUYONIL, o) for all T = (I(0))gex, € {0,1,--- ,n}>,
oeY

(2) and P(O) <H7 U) ~E(II);Fal p(glfhﬁ)
where &1 is the central character of 11. _
Moreover, we know P (II, o) ~ ), reat P(§1, 0) or equivalently PONIL, o) x
P(n) (H, U) NE(H);FQGZ 1

The following two theorems are known if F' is a quadratic imaginary field.
The generalization to CM fields is immediate once we know Hypothesis 4.9
and the above factorization theorem. We refer to section 9.5 of [13] for a
discussion of the generalization. We recall that the proof of Theorem 4.10
is also based on Hypothesis 4.9.

Theorem 4.11. Let II and I be cuspidal cohomological automorphic rep-
resentation of GLp(Ap) and GL,/(Ap) respectively which satisfies the de-
scending condition as in the beginning of Section 4.3. We assume that both
IT and I are sufficiently reqular and that (II,1I") is in good position. If
n #n' mod 2, then for positive m € Z + %”, which is critical for I x T,
we have

(412) L(m, IT x H/) ~E(D)QE(Il); Fyal

(27Ti)mnn/d(F+) I1 [ﬁ (P(j) (11, U))sp(j,l'[;l‘[/,o) ﬁ (P(k) (Ir, U))sp(k,ﬂ’;ﬂ,o)].
oeXx j=0 k=0
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For more general configurations, we can show the following result.

Theorem 4.13. Theorem 4.11 is still true without the good position condi-
tion for m =1 when n =n' mod 2.

Remark 4.3. We have similar results for general relative parity of n and
n’. We refer to Theorem 10.8.1 (resp. Theorem 11.4.1) of [13] for the precise
statement of Theorem 4.11 (resp. Theorem 4.13).

4.4. Geometric meaning of local periods. Let r be an integer between
0 and n. Let I € {0,1,---,n}* such that I(0c) = r and I(¢’) = n for all
o’ # 0. By Theorem 4.10 we have

(4.14)

PO ~ .ot PO (I 0) [T PO 07) ~ gy ot PO (ML 0) [ ] pl&n, o)

o' #o o' #o

We recall that PU)(II) relates to the representation of the similitude uni-
tary group with base change IIV ® ¢ where £ is a Hecke character over F

such that & = gc Therefore, PU)(II) should be equivalent to the inner
product of a rational class in the bottom stage of A" "M, (IIV) ® M (£).
More precisely, we should have

p(I)(H)
~pmeee)Feat Q1IMITY),0)Q2(MI1Y),0) - Qn_r(M(1),0)Q1(M(E))
~pmeEE);Fet QUML) 0)Qe(M(I1Y),0) -+ Qn—r (M(I1),0)Q1(M(§), 0) H Q1(M(€),0)

By Lemma 3.17, we know

<

(4.15) Q1(M(€),0") ~pe p(? ") ~pe) p(Em, o).

We compare this with equation (4.14) and then deduce that the Tate
conjecture would imply (as in the section 4.5 of [3]):
(4.16) P, o)
~p(yroa QUM (ITY), 0)Qa(M (1Y), 0) - - Qur (M(IT7), 5)Q1(M(§), 0)
~pyFeet QUM II), 0)Q2(M(II9), 0) - - - Qn—r (M (II9), 0) Q1 (M (£), 0)
We repeat the calculation in (4.15) for o and get Q1(M(§),0) ~p)
p(&m,0) ~E(e) d(M (&), 0) by Lemma 3.17.
The fact that det(M (11¢)) =~ det(M (fnc))(” )) implies 0(M (11°), o) ~ gy, poat
O(M(&fy), o) (2mi)" 1~/ and hence Q1 (M (€), ) ~ p(nypoat 8(M (I1%), ) (2mi)" =D/,
This implies that P(")(I1, o) ~ B(I1);F ol Q") (M(I1°), o) where the right
hand side is equivalent to Q") (M(II), o) by Lemma 3.9 as expected.
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5. INTEGRAL REPRESENTATIONS

Let G = GL(n), G’ = GL(n — 1) over the number field F', with notation
as in the introduction. As above, F' is assumed to be a CM field. Let II x IT’
be an automorphic representation of G x G’ over F, with II cuspidal, and
let

LG — G, ) = diag(d',1).

Write IT = TI, ® I, and likewise for II', the factorization of the adelic
representations into their archimedean and non-archimedean components.

Let ¢ € II, ¢/ € II'. We normalize the Jacquet-Piatetski-Shapiro-Shalika
zeta integral for II x IT' over F:

2n—3

Z(s,6,8) = f B((g)¢ (o) det(g)) ||~ 25 dg.

G'(F)\G'(A)

With this normalization, the central point of the functional equation is at
_ 2n—3

The integral admits an Euler product factorization, in the usual way.
Suppose ¢ = ®up, and ¢ = ®,¢, with respect to given factorizations
I — & I,; " — ), IT/,. Then

(5.1) Z(s5,0,0) = | [ Zo(s, 60, 6}).

When IT and IT" are cohomological representations, and ¢, ¢’ cohomolog-
ical vectors, Z(s,®,¢') can be interpreted as a cup product on the locally
symmetric space for G x G’. Suppose

(a) II is cuspidal;

(b) TI., is tempered (up to a twist by a power of the determinant) and
generic; A

(c) Hi(gl(n),U(n); M ®@W) # 0, H (gl(n—1),U(n—1); I, @W’) # 0
for some irreducible finite dimensional representations W and W’ of
Rp /oG and Rp/pG’, respectively and for some i and i’ € Z.

There is an interval I(n, F) = [b,(F),t,(F)] < Z such that
H(gl(n),U(n); I, ® W) # 0 if and only if i € I(n, F).

If F'is a CM field of degree 2d over Q, then b, (F) = % -d and dim Hb =
1. By hypothesis (b) above, the same holds for G’ and W'.

Note that the intervals I(n,F) and I(n — 1, F) do not depend on the
coefficients W, W’'. We let E(W) and E(W') denote the fields of definition
of W and W’ as representations of Rp /oG and Rp /QG' , respectively; these
are always finite extensions of Q. Let E(W,W') = E(W) - E(W’).

In general, by (F) + by—1(F) = dim(Rp/gG’)(R)/U(n — 1) = dim KSn_1,
for any level subgroup K — G’(A7), where

KSn-1 =G (F)\Rp)gG'(A)/U(n—1)" x K, K = G'(A]).
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Note that this is not the locally symmetric space attached to RF/QG’ , be-
cause we have not taken the quotient by the center of RF/QG’ (R). Nev-
ertheless, the expression ¢(:(¢'))¢'(¢') can be identified with a top degree
differential, that we may denote wyUwyg on i S,_1 for appropriate choices of
¢,¢’. The JPSS integral is obtained by taking the image of this differential
in compactly-supported cohomology in the top degree and pairing with the
Borel-Moore homology class defined by gS,_1 itself. The pairing is well-
defined over the field of definition E(W, W’). The action of Hecke operators
preserve the E(W) and E(W’)-rational structures of the cohomology, and
by multiplicity one for GL(n), the subspaces of cohomology defined by II;
and II; are defined over finite extensions E(II) > E(W), E(II') > E(W').

In particular, suppose ¢ and ¢’ are chosen so that wg and wy define E(II)
and E(II')-rational cohomology classes, respectively. Suppose moreover that
there is a non-zero Rp /@G’ -equivariant homomorphism

(5.2) EWRW' — Triv,

where T'riv is the trivial one-dimensional representation of Ry /QG/; we may
assume that £ is rational over E(W, W’). The cup product wg Uwg naturally
belongs to

bV ) 8,y H(0) @ W)

where W and W’ are the local systems on the locally symmetric space
attached to G and on g S,_1, respectively, attached to the representations
W and W', and .*(W) is the pullback of W to gS,_1 by the map defined by
t: G — G. Applying &, we find that §{(wyLwy) € HAm xSn1 (3§ 1 Triv),
in the obvious notation. Then the integral at the central point s = 2"2—_3
is exactly the pairing of the cup product wy U wg with the top class in
Borel-Moore homology of KS’nfl, and thus is an element of E(ILII') =
E(I) - E(IT).

More generally, let W(m) = W ® det™"™. If m is an integer such that
there are equivariant contractions

(5.3) Em) : W(m) QW' — Triv, &Y (m) : WY (m) @ W"Y — Triv,

where the superscript ¥ denotes contragredient, then the JPSS integral at
s can also be interpreted as a cohomological cup product, and thus is again
in E(I1,IT).

Condition (5.2) corresponds to the Good Position Hypothesis. When F' is
imaginary quadratic, the set of m satisfying the property (5.3) is identified in
Lemma 3.5 of [3] with the set of critical points of the L-function L(s, IIQII)
to the right of the center of symmetry of the functional equation (including
the center if it is an integer). The same calculation holds for general CM
fields.

The rationality property of the cup product does not respect the Euler
product factorization. The right-hand side of (5.1) is a product of local
integrals defined in terms of the Whittaker models of the local components
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I1,, II). In order to compare the local integrals — especially the local factors
at unramified places — to standard Euler factors, that depend only on the
local representations, one needs to introduce Whittaker periods

p(Il) € (E() ® C)*, p(Il') € (E(II') ® C) "
that measure the difference between the rational structure defined by coho-
mology and that defined by standard Whittaker models. There is a single
natural definition of the latter at non-archimedean places; at archimedean
places one makes an arbitrary choice. In the end, one obtains a formula of
the form
(5.4)
Zs(m, 6, &) L(m,TLTU) = Z(m, 6, ¢') € p()p(I)p(m, s, Iy - E(IL, )

when m satisfies (5.3). Manipulating this expression, one obtains a prelim-
inary version of Theorem 4.3:

(5.5) L(m, 1L 1) ~ gy par) p(Mp(IT) Z (m, Ty, T15,).

(The last two formulas correspond roughly to Theorem 3.9 of [3].)

The next step is to express the Whittaker periods in terms of the au-
tomorphic motivic periods PU)(IT). This is done in [3] and [13] in several
steps, based on choosing IT' in appropriate spaces of Eisenstein cohomology.
Fix a cuspidal cohomological II and suppose for simplicity that n is even.
One can find a cohomological II' consisting of Eisenstein classes attached to
a Hecke character x = (x1,...,Xn_1) of the Levi subgroup GL(1)"~! of a
Borel subgroup of G’. Then we have

(5.6) L(s,II,1T) HLSHXZ

If the x; are chosen appropriately, II' is cohomological with respect to a
W’ that satisfies (5.2); thus L(m,II,II') for critical m can be related to
p(II) - p(II'). On the other hand, Theorem 4.4 expresses the critical values
of the right-hand side of (5.6) in terms of the motivic automorphic periods
Qv, (II) of II, for V; of varying signature, and of the Hecke characters ;.
Finally, Shahidi’s formulas for the Whittaker coefficients of Eisenstein series
express p(Il') in terms of the same automorphic periods of the x;. In the
end, one finds that

(5.7) P(I) ~ et HQV

where (x) is an elementary factor.

Now assume IT' is cuspidal. Combining (5.7) with (5.5), one obtains an ex-
pression for the critical values under the Good Position Hypothesis in terms
of motivic automorphic periods of the form Qv;(II) and QVJ.’ (IT"). Using

period relations for automorphic induction, Lin was able in [11] to replace
the unspecified elementary and archimedean factors by explicit powers of
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2mi. This proves the automorphic version 4.3 of Conjecture 4.1 in the Good
Position situation, and its extension 4.11 to general CM fields.

The proof of the automorphic theorem 4.13 in [13] is based on the same
principle, except this time the interpretation involves a comparison of an
unknown factor in Shahidi’s formula for the Whittaker coefficient with a
motivic expression.

Finally, the proof in [13] of Theorem 4.10 is based on comparing sev-
eral expressions of the form (5.4) for critical values, that are obtained by
interpreting Rankin-Selberg integrals as cohomological cup products. The
regularity hypothesis in Theorem 4.10 is required to guarantee that none of
the L-functions used in the comparison vanishes at the relevant points.

APPENDIX A. TENSOR PRODUCT AND COMPOSITIONS

Throughout the text, fix F a number field. Let F' be a field containing
Q. In the applications, F' will be either a number field or the complex field
C.

We denote by g (resp. ) the set of embeddings of E (resp. F) in C.

For o € X, we write & for the complex conjugation of o.

Tensor products without subscript are by default over Q. We also write
®, for @F etc. For example, if V is an F-vector space, we write V ®, C
for V®pr, C.

Definition A.1. Let (L,t,v) be a triple where L is a field, v is an embed-
ding of E in L and v is an embedding of F' in L. We say this triple is a
compositum of E and F if «(E) and v(F) generate L.

Two compositums (L,t,v) and (L', V') are called isomorphic if there
exists an isomorphism of fields L =~ L' which commutes with the embeddings.

Proposition A.1. (1) The Q-algebra E ® F decomposes uniquely as a
direct sum of fields:

(A.2) EQF =@ La
acA

(2) For each a € A, let 1o, (resp. Va) be the composition of the canonical
map E — EQF (resp. F — E®F) and the projection of E® F to
L. The triple (Lo, ta, po) 98 a compositum of E and F.

(3) If a and o are two different elements in A, then the two composi-
tums (L, tas pro) and (Lot Loy fior) are not isomorphic.

(4) Any compositum of E and F can be obtained in this way up to iso-
morphisms.

Proof.

(1) The uniqueness is clear. Let us prove the existence.
Write £ =~ Q[X]/(f) where f is an irreducible polynomial in
Q[X]. Then the Q-algebra E® F = F|[X]/(f).
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We decompose f = [] fa in the ring F[X]. Since f is separable

acA
we know that the polynomials f., o € A, are different.

Therefore, F[X]/(f) = @ Lo where L, = F[X]/(fa) is a field
acA

as predicted.

(2) The map ¢, is a map from Q[X]/(f) to F[X]/(fa) sending X to X.
The map v, : F' — F[X]/(fa) is induced by the natural embedding
F — F[X]. Tt is easy to see that the image of ¢, and v, generate
F[X]/(fa) = Lq.

(3) This is due to the fact that the polynomials f,, o € A, are different.

(4) Let (L,¢,v) be a compositum of E and F. Then the map t ®Q v :
E®F — L induces a surjective ring homomorphism from @ L, to

aeA
L. Since L is a field, this ring homomorphism must factor through
one of the L, and then (4) follows.

Remark A.1. It is easy to see that there is a bijection between Xp x ¥

and | | ¥_. More precisely, let 7 € ¥g and 0 € X, then 7(F) and o(F)
acA
generate a number field L. The triple (L,7,0) is a compositum of E and

F and hence is isomorphic to (Lq, ta,Vs) for a unique a € A. We define
a(r,0) = a.

Remark A.2. For any g € Gal(Q/Q), we have a(gr,g0) = a(r,0). In
fact, let L be the field generated by 7(F) and o(F'). Then the compositum
(L, T,0) is isomorphic to (gL, g7, go). By the third point of Proposition A.1,
we know «(gt, go) = a(r,0).

On the other hand, it is easy to see that for any 0,0’ € X¥g and 7,7’ €
Yg, a(r,0) = a(r’,0’) implies that there exists g € Gal(Q/Q) such that
(97 g0) = (7',").

In other words, the isomorphism classes of compositums are in bijection
with the Gal(Q/Q)-orbits of ¥ x Up.

It is easy to prove the following lemma:

Lemma A.3. Let 7€ X and o € Xp.
(1) The C-vector space Lo ®rgo C # 0 if and only if « = o7, 0).
(2) The following equation holds:

(A4) La(T,a) Qreo C= (E ® F) Rr@o C
APPENDIX B. DECOMPOSITION OF F ® F-MODULES

The decomposition of F ® F as (Q-algebra in Proposition A.1 gives a
decomposition on F ® F-modules as follows:

Proposition B.1. Let M be an E ® F-module. It decomposes as a direct
sum

(B.2) M =@ M(a)

aeA
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where M («) is an Ly-vector space and the action of EQF on M(«) factors
through the action of L.

Lemma A.3 then implies that:

Proposition B.3. Let M be a finitely generated E® F-module, o0 € Xp and
T E EE.
(1) If a # a(T,0) is an element in A then M(a) ®rge C = 0.
(2) If o = a(t,0) then M ®,gs C = M(a) ®rgs C.
(8) The dimension of M ®-gsC over C is equal to dimLa(T’a
In particular, it only depends on o(T,0).
(4) The module M is free if and only if dimcM ®;gs C is the same for
all (1,0).

This lemma can be easily deduced from the fact that M(a) ®rgs C =
M(a) ®r, Fo ®rgos C for any a € A.

Lemma B.4. Let M be a free EQF -module of rankn. A family of n element
in M forms an E® F basis is equivalent to that it is linearly independent
over EQ F, and is also equivalent to that it generates M over E® F.

\M(a(r,0)).

This can be deduced from similar results for vector spaces over the fields
L.

The previous results, when applied to the case F' = C, give a decomposi-
tion for any £ ® C-module. More precisely, we identify the Q-algebra E®C
with C¥F by sending e ® 2 to (7(e)z)rex,, for all 7 € E and z € C. We then
have:

Proposition B.5. Let V' be a finitely generated E ® C-module. The action
of E gives a decomposition of V' as direct sum of sub-E ® C-modules:

(B.6) V=@ V)
T:E—C

where the action of E on V(7) is given by scalar multiplication via T.

For example, if M is an E vector space, then the £ ® C-module M ® C =
® M®,C.
T:E—C
Proposition B.7. (1) A finitely generated E ® C-module V is free if
and only if dimcV (1) is the same for all T.
(2) Let V be a free finitely generated E ® C-module of rank d. By (1),

each V(1) has dimension d. For each T € X, let {wi(T),wa(7), - ,wq(T)}
be a C-basis of V(7). For each 1 <i < d, we put w; = Y, w;(71) €
TEZE

V. Then the family {wy,wa, - ,wq} forms an E ® C-basis of V.

(8) Let Vi and Va be two free finitely generated E ® C-modules. Let
f V1 — Vo be an isomorphism of E ® C-modules. For each T, it
induces an isomorphism f(7) : Vi(1) — Va(T).



PERIOD RELATIONS AND SPECIAL VALUES OF RANKIN-SELBERG L-FUNCTIONS7

If for each T, we have fized C-bases of W1(7) and Wa(T), we can
construct E ® C-bases for W1 and Wy as in (2). With respect to
these fized bases, we have: det(f) = (det(f(7)))ren, € E®C.
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