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Abstract. We introduce a sharp trace Tr #M and a sharp determinant Det #(1−
zM) for an algebra of operators M acting on functions of bounded variation
on the real line. We show that the zeroes of the sharp determinant describe the
discrete spectrum of M. The relationship with weighted zeta functions of inter-
val maps and Milnor–Thurston kneading determinants is explained. This yields
a result on convergence of the discrete spectrum of approximated operators.

1. Introduction

In the present paper we discuss a special case of the general problem of de�ning
Fredholm-like determinants Det (1 − zM) where the operator � → M� acts
on a Banach space B of functions � : X → C. (More generally, � may be a
section of a vector bundle over X .)
We assume that M is a �nite or countable linear combination

M =
∑
!
L!

of simple operators of the form

L�(x) = g(x) · �( x) : (1:1)

Under suitable conditions on the g : X → C and  : X → X , the operators of
type L form a semi-group and the operators of type M form an algebra A.
We may use the natural formula

Det (1− zM) = exp−
∞∑
m=1

zm

m
TrMm

to de�ne the determinant in terms of a trace Tr on A. A successful de�nition
should be such that Det (1− zM) has a nontrivial radius of convergence in z,
and that its zeroes �−1 correspond to eigenvalues � of M.
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Note that the operators M need not be of trace class, and that the choice
of a de�nition of Tr will in general depend on the fact that M is a functional
operator. If X is a smooth �nite dimensional manifold, and the graph of  is
transversal to the diagonal in X × X , a natural de�nition is that of the at
trace (see Atiyah and Bott [1967, 1968])

Tr[L =
∑

x∈Fix  

g(x)
|det (1− Dx )| :

This leads to a satisfactory de�nition of at determinants if the  are contract-
ing and the g,  are smooth or analytic. Under the same contraction assumption,
when X is only a metric space and the degree of smoothness is only H�older,
the at trace is replaced by the counting trace

TrL =
∑

x∈Fix  
g(x) :

(See Ruelle [1976, 1990] and Fried [1993] for a discussion of these cases and
further references.)
Here we do not assume that the  are contracting, and we shall use a

di�erent trace, which we may call sharp trace:

Tr #L =
∑

x∈Fix  
L(x;  )g(x) ; (1:2)

where L(x;  ) is a Lefschetz index which takes the values 0;±1 (and the de�-
nition will be modi�ed to accommodate situations where Fix  is not �nite, the
sum in (1.2) being replaced by an integral). Taking X to be R, and functions
� of bounded variation, we shall obtain a sharp determinant closely related
to the kneading determinant of Milnor and Thurston [1988] (see also Baladi–
Ruelle [1994], Ruelle [1993], Baladi [1995]) and the Fredholm determinant of
Mori ([1990, 1992]).
The speci�c functional theoretic situation in which we place ourselves in

the present paper is described in Sect. 2. Our main result is that the sharp de-
terminant Det #(1−zM) can be expressed (by resummation of power series) as
a more ordinary functional determinant (in fact, a mildly regularized Fredholm
determinant)

Det #(1− zM) = Det ?(1 + D̂(z)) ;
where the kneading operator D̂ = D̂(z) is almost of trace class. Using this,
one shows that Det #(1−zM) is analytic in a disc where its zeroes are precisely
the inverses �−1 of the discrete eigenvalues � of the quasicompact operator M
(with the same multiplicity). This is the content of Sect. 3.
Using (1.2), we may write

�(z) = exp
∞∑
m=1

zm

m
∑

!1 ;:::; !m

∑
x∈Fix  !m◦···◦ !1

L(x;  !m ◦ · · · ◦  !1)g!1(x)g!2( !1x) · · · g!m( !m−1 ◦ · · · ◦  !1x)
=

1

Det #(1− zM) ;
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where �(z) is a dynamical zeta function. This formula relates the present paper
and the above mentioned work on kneading determinants. In particular the
kneading operators introduced here correspond to the kneading matrices of
Milnor and Thurston, and to the matrices introduced later by Baladi and Ruelle.
This relationship will be further discussed in the Appendix.

2. De�nitions, background, sharp trace

Let g : R→ C be continuous, of bounded variation, and with compact support.
(It would be su�cient to assume that g tends to zero at in�nity, using a
homeomorphism R → (−1; 1), to revert to the compact support situation.)
Note that allowing discontinuities in g is an interesting generalisation. (This
can be handled by inserting intervals in R at the location of the discontinuities
and their images by the  ! or  −1! and extending the g! continuously in the
inserted intervals. We shall however not explore this approach in the present
paper.) Let  be a homeomorphism of an interval J , containing the support
of g, to an interval of R. We de�ne L by (1.1). (Note that since  can be
extended arbitrarily outside of the support of g without modifying L, we may
assume that J = R.) We write

Tr #L =
∫
d(g(x)) 12 sgn ( (x)− x) ; (2:1)

where

sgn (�) =


+1 if � ¿ 0

0 if � = 0

−1 if � ¡ 0 ;
and d(g(x)) is by assumption a �nite (signed) nonatomic measure with compact
support.
Let now A be the algebra of operators M acting on the Banach space B

of functions of bounded variation on R, such that

M�(x) =
∑
!
g!(x)�( ! x) ; (2:2)

where ! varies over a countable set, and
∑

! Var g! ¡ ∞ (Var denotes the
total variation on R). We de�ne ‖M‖A to be the in�mum of the

∑
! Var g!for

all representations (2.2) of M. It is easily seen that A is a Banach algebra
with respect to the norm ‖ · ‖A, and that |Tr #L|5 ‖L‖A. We provisionally
de�ne Tr #M =

∑
! Tr

#L!. We will see that the value of Tr #M does not
depend on the representation (2.2) of M used, but �rst we introduce a dual
operator M̂ to M.
Given the families (g!), ( !) used for the de�nition of M in (2.2), we let

�! = ±1 depending on whether  ! is increasing or decreasing. We can then
introduce new (dual) families (ĝ!), ( ̂ !) such that

ĝ! = �! · g! ◦  −1! ;  ̂ ! =  
−1
! ;
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and de�ne M̂ such that

M̂�(x) =
∑
!
�! · g!( −1! x)�( −1! x) : (2:3)

Note that the operation ˆ is an involution and that

(M1M2)ˆ=M̂ 2M̂ 1 :

Let �y be the characteristic function of {y}. We associate with M the
functions F± on R×R such that

F+(x; y) =
∑

! : �!=+1
g!(x)�y( !x) ;

F−(x; y) =
∑

! : �!=−1
g!(x)�y( !x) :

If F̂± are similarly associated with M̂ , we have

F̂+(x; y) = F+(y; x); F̂−(x; y) = −F−(y; x) : (2:4)

Since �y is of bounded variation, the sum F+ +F− is uniquely determined by
the operator M (independently of the particular choice of the representation
(2.2)). Let us show that both F+ and F− are determined byM, i.e., F++F− =
0 implies F+ = F− = 0. Indeed, if F+ = −F−, then F+(x; y) =| 0 implies
that there exist ! and !′ so that y =  !x with �! = +1, and y =  !′x
with �!′ = −1, hence {(x; y) : F+(x; y) =| 0} is at most countable. But
since the g! are continuous, {x : ∃y with F+(x; y) =| 0} is open, proving
our contention.

Lemma 2.1. The adjoint M̂ and the function Tr #M are uniquely deter-
mined by the operator M; independently of the choice of the representation
(2:2)

Proof. For M̂ this results from (2.4).
Let us now write

Tr #M =
∫
m(dx dy) 12 sgn (y − x) ;

where the bounded measure m on R×R is de�ned by

m(dx dy) =
∑
!
d(g!(x))�(y −  !(x)) dy :

If the functions �, 	 are of bounded variation, continuous, and of compact
support, we have∫

m(dx dy)	(x)�(y) =
∑
!

∫
	(x)d(g!(x))�( ! x)

= −∫ d(	(x))∑
!
g!(x)�( ! x)

− ∫ ∑
!
�!g!( −1! y)	( −1! y)d�(y)

= −∫ d(	(x))(M�)(x)− ∫ (M̂	)(y)d(�(y)) :
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By the theorem of Stone-Weierstrass, the linear combinations of products
	(x)�(y) are dense in the continuous functions vanishing at ∞ on R ×R.
Therefore the knowledge of M, M̂ determines uniquely m(dx dy) hence
Tr #M.

Note that an operator M ∈ A also has an operator norm ‖M‖B with
respect to the Var norm on B, and that ‖M‖B 5 ‖M‖A, and |Tr #M| 5
‖M‖A. Note also that if

M1�(x) =
∑
!1
g!1(x)�( !1x)

M2�(x) =
∑
!2
g!2(x)�( !2x) ;

the product M1 · M2 is given by

M1M2�(x) =
∑
!1

∑
!2
g!1(x)g!2( !1x)�( !2 !1(x)) :

Lemma 2.2. Tr # is a continuous trace on A.

Proof. It su�ces to check the trace property Tr #(L1L2) = Tr #(L2L1).
First assume that  2 1 is increasing, and let � = ±1 depending on whether

 1 and  2 are increasing or decreasing. Since  1 and  2 are continuous, the
set {x :  2 1x =| x} is the union of at most countably many open intervals
(ai; bi). Correspondingly, {y :  1 2y =| y} is the union of intervals (a′i ; b′i)
where

a′i =  1ai =  
−1
2 ai; b′i =  1bi =  

−1
2 bi ;

if � = 1 and
a′i =  1bi =  

−1
2 bi; b′i =  1ai =  

−1
2 ai ;

if � = −1. If �i is the sign of  2 1x− x on (ai; bi), then �′i = ��i is the signof
 1 2y − y on (a′i ; b′i). We have

Tr #L1L2 =
∫
d(g1(x)g2( 1(x)) 12 sgn ( 2 1x − x)

= 1
2

∑
i

bi∫
ai

d(g1(x)g2( 1(x))�i

= 1
2

∑
i
�i[g1(bi)g2( 1bi)− g1(ai)g2( 1ai)]

= 1
2

∑
i
�i�[g1( 2b′i)g2(b

′
i)− g1( 2a′i)g2(a′i)]

= 1
2

∑
i
�′i [g2(b

′
i)g1( 2b

′
i)− g2(a′i)g1( 2a′i)]

=
∫
d(g2(y)g1( 2(y)) 12 sgn ( 1 2y − y)

= Tr #L2L1 :



558 V. Baladi, D. Ruelle

If  2 1 is decreasing, either it has no �xed point and  1 2 has no �xed
point either, or it has a unique �xed point a and

a′ =  1a =  −12 a

is the unique �xed point of  1 2. Then

Tr #L1L2 = g1(a)g2( 1a)

= g2(a′)g1( 2a′)
= Tr #L2L1

concluding the proof.

Remark. From the proof of Lemma 2.2, one sees that whenever there are
�nitely many �xed points, the sharp trace takes the form presented in (1.2).
In particular, one easily checks that if the  ! are the �nitely many contracting
inverse branches of a piecewise monotone interval map, one obtains an expres-
sion of the type (1.2) where the Lefschetz numbers L(x;  ) are all equal to
+1, thus recovering the usual formula for the dynamical zeta function.
The formulae (2.2), (2.3) de�ne M, M̂ also as bounded operators on the

space of bounded functions on R, with the uniform norm ‖ · ‖0 (instead of B
with the norm Var ); we denote the corresponding norms of M, M̂ by ‖M‖0,
‖M̂ ‖0 and de�ne

R = lim
m→∞ (‖M

m‖0)1=m

R̂ = lim
m→∞ (‖M̂

m‖0)1=m :
Theorem 2.3.
a) The spectral radius of M acting on B is 5 max(R; R̂) and = R̂.
b) The essential spectral radius of M acting on B is 5 R̂.
c) If g! = 0 for all !; the spectral radius of M acting on B is = R. If

furthermore R̂ ¡ R; then R is an eigenvalue ofM and there is a corresponding
eigenfunction �R = 0.

Proof. This is Theorem B.1 of Ruelle [1993] (in the special case where the
g! are continuous).

Proposition 2.4. We have identically

Tr #M+ Tr #M̂ = 0 : (2:5)

Proof. Indeed

Tr #L̂ =
∫
�d(g ◦  −1(x)) 12 sgn ( −1(x)− x)

=
∫
d(g(y)) 12 sgn (y −  (y))

= − ∫ d(g(y)) 12 sgn ( (y)− y)
= −Tr #L ;
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which proves the proposition. (We have not used the compact support property
or the continuity of g.)

Note the duality between the pairs (M; R) and (M̂ ; R̂). This duality can be
formalised by introducing the bilinear form 〈M1 :M2〉 = Tr #(M̂ 1M2), which
is antisymmetric (i.e. 〈M1 :M2〉 = −〈M2 :M1〉), and for which

〈M1 :MM2〉 = 〈M̂M1 :M2〉 :
(We shall not need to use this bilinear form.)

Remark. We shall use later the derivation property

d(g1 · g2) = (dg1) · g2 + g1(dg2) (2:6)

which holds if g1,g2 are of bounded variation and at least one of the gi is
continuous.
The property (2.6) remains true if g1, g2 have only regular discontinuities

(i.e. g(x+) + g(x−) = 2g(x)). However, functions with regular discontinuities
do not form an algebra. This is why we assume that the weights gi in the
de�nition of M are continuous. This assumption was avoided in the papers
of Baladi and Ruelle [1994] and Ruelle [1993], by making use of di�erent
Lefschetz numbers, but (among other things) (2.5), and its consequence (3.3),
were replaced by a more complicated functional equation in Ruelle [1993]. In
Baladi [1995], where the case of the �nitely many inverse branches of a single
map was considered, the weights g were only assumed to be continuous at the
periodic points of the dynamical system, but a strong assumption of constancy
on homtervals was also needed.

3. Sharp determinants, kneading operator

The sharp determinants of M, M̂ are de�ned by the following formal power
series in z:

�(z) = Det #(1− zM) = exp−
∞∑
m=1

zm

m
Tr #Mm (3:1)

�̂(z) = Det #(1− zM̂ ) = exp−
∞∑
m=1

zm

m
Tr #M̂

m
: (3:2)

In view of Proposition 2.4 we have thus the following functional equation

�̂(z) = �−1(z) ; (3:3)
where we have used

M̂
m
= M̂m :

It is natural to de�ne

�(z) =
1
�(z)

; �̂(z) =
1

�̂(z)
:

Note that (3.3) implies that �(z) = �̂(z) = 1=�̂(z).
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We shall now de�ne the kneading operators D = D(z), D̂ = D̂(z) as
operators on L2(�) where the bounded nonatomic measure � on R is de�ned
by

�(dx) =
∑
!
|d(g! x)|+

∑
!
|d(g! ◦  −1! x)| :

The Radon–Nikodym derivative of dg!(x) with respect to �(dx) is a bounded
function which we shall denote by g′!(x), i.e. dg!(x) = g

′
!(x)�(dx). Similarly

for d(g! ◦  −1! x). In fact the measure � is an auxiliary device and will mostly
be omitted from the notation. Assuming |z|¡ R−1, we introduce the bounded
operator D = D(z) : L2(�)→ L2(�) by

(D’)(y) =
∑
!

∫
’(x)d(zg! x)[(1− zM)−1 12 sgn ( · − y)]( ! x)

=
∫
�(dx)Dxy’(x) ; (3:4)

with the kernel

Dxy =
∞∑
k=1
zk

∑
!1 ;:::;!k

(g′!1(x))g!2( !1x) · · · g!k ( !k−1 · · ·  !1x)

× 1
2 sgn ( !k · · ·  !1x − y) : (3:5)

Replacing g!,  !, M, and R by �!g! ◦  −1! ,  −1! , M̂ , and R̂, we obtain an
operator D̂ = D̂(z) with kernel D̂xy. The kernels Dxy, D̂xy are in L2(� × �)
hence these operators are Hilbert–Schmidt. We de�ne a determinant

Det?(1 +D) = 1 +
∞∑
m=1

1
m!

∫
�(dx1) · · ·

∫
�(dxm)�m(x1; : : : ; xm)

= (exp
∫
�(dx)Dxx) · Det2(1 +D) ;

(and similarly for D̂) where �n is the determinant of the n× n matrix with el-
ements Dxixj (i; j = 1; : : : ; n); the integral

∫
�(dx)Dxx is well-de�ned and plays

the role of a trace even though D is not of trace class; Det2 is a regularized
determinant de�ned by the power series

Det2(1 +D) = exp
∞∑
m=2

(−1)m−1
m

TrDm

(see Simon [1979]).

Remark. In an earlier version of this paper it was stated that D is a trace
class operator on L1(�), so that its Fredholm determinant Det(1 + D) ex-
ists in the sense of Grothendieck [1956]. This is incorrect but it is the case
that Det?(1 + D) has nearly the same properties as a Fredholm determi-
nant.

Proposition 3.1. We have identically

�(z) = Det#(1− zM) = Det?(1 + D̂(z)) (3:6)

�̂(z) = Det#(1− zM̂ ) = Det?(1 +D(z)) : (3:7)
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Proof. It su�ces to prove one of these dual formulas. We shall check (3.7),
considered as an identity between formal power series. For this we shall use
the expression

Det?(1 +D) = exp−
∞∑
m=1

(−1)m
m

Tr?Dm ;

with
Tr?Dm =

∫
�(dx1) · · · �(dxm)Dx1x2 · · ·Dxm−1xmDxmx1 :

Taking the logarithmic derivative of (3.7), it su�ces to prove that

∞∑
n=1
zn−1Tr#M̂

n
=

∞∑
m=1

(−1)m
m

Tr?

(
d
dz

)
(D(z))m =

∞∑
m=1

(−1)mTr?[D·Dm−1] ;

(3:8)
where D·(z) = (d=dz)D(z) has the kernel

D·
xy =

∞∑
k=1
kzk−1

∑
!1···!k

(g′!1(x))g!2( !1x) · · · g!k ( !k−1 · · ·  !1x) 12 sgn ( !k · · ·  !1x − y) :
(3:9)

Using (3.5) and (3.9) we expand the right-hand-side of (3.8) in powers of z:

∞∑
m=1

(−1)mTr?
[
D·Dm−1

]
=

∞∑
n=1
zn−1

∑
!1 ;:::;!n

n∑
m=1

∫
x1 ;:::; xm

∗∑ ∏
[n;m;!1 ; :::; !n]

; (3:10)

where a − sign is a�ected to each factor g′! in D
· or D. Each product

∏
n;m;!i

begins with one of the factors −k · g′!1 · · · g!k of (3.9); and is followed by
m−1 strings, containing each exactly a −g′!i followed by a product of g!i and
ending with a 1

2 sgn . We view the 1
2 sgn as “markers” separating the strings

(the sum
∑∗ is over the di�erent possibilities of constructing the m−1 strings,

i.e., of placing the markers). We shall see that it is more convenient to write
the very last marker at the very beginning of the product. One integrates each∏
n;m;!i

over the variables x1; : : : ; xm with respect to �(dxj) (replacing therefore
each −g′!i by −dg!i).

The case n = 1 being trivial, we consider n= 2. To make the book-keeping
more systematic, we perform a preliminary operation, expressing the multiplic-
ity k (coming from the initial factor −k · g′!1 · · · g!k ) as a sum over the �rst k
cyclic permutations on {!1; : : : !n}, and redistributing the permutated expres-
sions in the corresponding term of the sum over the ordered !i (renumbering
the variables xj accordingly). After this operation, at the ith position (not count-
ing markers) of each new product

∏′
n;m;!1 ; :::; !n

there may be either a −dg!i
(preceded by a marker) or a g!i . Summing over

∑
m and

∑∗, we obtain for
each �xed !1; : : : ; !n exactly 2n − 1 possibilities (because there is at least one
factor −dg!i since m= 1). We shall perform the sum over these 2n−1 terms
in n− 1 steps. All the terms which di�er only in the �rst l factors, and have
at least one −dg!i factor will be lumped together at the (‘ − 1)-th step. We
shall see that the �rst ‘ factors are replaced by −d(product of ‘ factors g!i).
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Writing � = 1
2sgn and gi;  i, �i, instead of g!i ,  !i , �!i , we �rst do the

case ‘ = n = 2, using an easy integration by parts explained below to get the
�rst equality:∫
x1 ; x2

�( 2x2 − x1)dg1(x1)�( 1x1 − x2)dg2(x2)

− ∫
x1

�( 2 1x1 − x1)dg1(x1)g2( 1x1)−
∫
x2

g1( 2x2)�( 1 2x2 − x2)dg2(x2)

=
∫
x2

g1( 2x2)�( 1 2x2 − x2)dg2(x2)−
∫
y
�( 2 1y − y)g1(y)dg2( 1y)

− ∫
x1

�( 2 1x1 − x1)dg1(x1)g2( 1x1)−
∫
x2

g1( 2x2)�( 1 2x2 − x2)dg2(x2)

=
∫
x
�( 2 1x − x)(−d(g1(x)g2( 1x))) : (3:11)

Since � only has regular discontinuities and g is continuous, we can apply
(2.6) and integrate by parts:∫
x1

�(u−x1)dg1(x1)�( 1x1−x2)=g1(u)�( 1u−x2)−�1�(u− −11 x2)g1( −11 x2) ;

the change of variable y =  −11 x2 then yields the �rst equality of (3.11).
We use now a similar calculation to treat the case ‘ = 2 and n = 3.

The second factor is either followed by a marker or a factor g3( · ), we only
consider the �rst situation (the other being similar):∫

x1 ; x2

�(u− x1)dg1(x1)�( 1x1 − x2)dg2(x2)�( 2x2 − x3)

− ∫
x1

�(u− x1)dg1(x1)g2( 1x1)�( 2 1x1 − x3)

− ∫
x2

g1(u)�( 1u− x2)dg2(x2)�( 2x2 − x3)

=
∫
x2

g1(u)�( 1u− x2)dg2(x2)�( 2x2 − x3)

− ∫
y
�(u− y)g1(y)dg2( 1y)�( 2 1y − x3)

− ∫
x1

�(u− x1)dg1(x1)g2( 1x1)�( 2 1x1 − x3)

− ∫
x2

g1(u)�( 1u− x2)dg2(x2)�( 2x2 − x3)

=
∫
x1

�(u− x1)(−d(g1(x1)g2( 1x1)))�( 2 1x1 − x3) : (3:12)

The reason why the same expression u (which only depends on !i for i = 3,
and on some xr for r = 3) appears in all lines of (3.12) is because the factors
coincide after the ‘th position. (When the second term is followed by a g3( · )
factor, the situation is not exactly the same, but analogous.)
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We continue in this way. Before the ‘-th step we regroup terms as follows∫
�d(g1 · · · g‘−1)�dgl −

∫
�d(g1 · · · g‘−1)gl −

∫
g1 · · · g‘−1�dg‘ ;

and a calculation like (3.12) yields

= −∫ �d(g1 · · · g‘) :
The �nal step is like (3.11) and we obtain:

∞∑
m=1

(−1)mTr?[D·Dm−1]

=
∞∑
n=1
zn−1

∑
!1···!n

∫ − d(g1(x) · · · gn( n−1 · · ·  1x))�( n · · ·  1x − x)
=

∞∑
n=1
zn−1(−Tr#Mn)

=
∞∑
n=1
zn−1Tr#M̂

n
;

which proves (3.8) and therefore the proposition.
Note that the compact support assumption on g is essential when applying

integration by parts to get rid of the boundary term.

Corollary 3.2. The function �̂(z) = �(z) is holomorphic for |z| ¡ R−1. If
R̂ ¡ R, �̂(z) extends to a function holomorphic in |z| ¡ R̂−1 except maybe
for isolated singularities at points z = �−1 where � is an eigenvalue of M
acting on B. If � is a simple eigenvalue, �̂(z) has at most a simple pole at
�−1.

Proof. If |z| ¡ R−1, we use the fact that 1 − zM is invertible on bounded
functions. The inverse can hence be applied to sgn ( · − y). Therefore D(z)
and �̂(z) = Det?(1 +D(z)) depend holomorphically on z.
To proceed, it is convenient to regularize the kernel

Dxy(z) =
∑
!
zg′!(x)[(1− zM)−1 12 sgn ( · − y)]( !x)

by convolution (to the right) with �n( · ) = n�(n · ) where � is smooth, posi-
tive, and

∫
�(y)dy = 1. This amounts to replacing sgn by a smooth function

sgn ∗ �n tending pointwise to sgn , and D(z) by a new operator D∗n(z) which
we may assume to be of trace class on L2(�). Now Det?(1 + D∗n(z)) =
Det(1 + D∗n(z)) is a true Fredholm determinant (see e.g. Simon [1979])
when z ∈| [spectrum M]−1, analytic there in z with poles corresponding to the
eigenvalues of M. If � is a simple eigenvalue of M it yields a contribu-
tion An · (1 − �z)−1 to D∗n(z), where An is at most of rank 1, and therefore
Det(1 +D∗n(z)) has at most a simple pole at �−1.
The kernels (D∗n)xy(z) and Dxy(z) are uniformly bounded functions of x,

y when z is in a compact set K disjoint from [spectrum M]−1. It follows that
the sequence Det?(1 +D∗n(z)) is uniformly bounded for z ∈ K . Furthermore,
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for |z| ¡ R−1, the functions (D∗n)xy(z) tend pointwise to Dxy(z) when n →
∞, so that Det?(1 + D∗n(z)) → Det?(1 + D(z)) in this disc. In conclusion
Det(1+D∗n(z)) tends to Det?(1+D(z)) when z ∈| [spectrum M]−1, uniformly
on compact sets. When � is an eigenvalue of M with |�|¿ R̂ then �−1 is an
isolated singularity of Det?(1 +D(z)) or a regular value, and if � is a simple
eigenvalue of M, then �−1 is at most a simple pole of Det?(1 +D(z)).

The following result will be useful below:

Lemma 3.3. If ’ ∈ B satis�es M’ = �’ for R̂ ¡ |�| 5 R then ’ tends to
zero at in�nity and is continuous.

Proof. The �rst assertion is true because each g! tends to zero at in�nity. Let
’̃(x) = limy↓x ’(y)− limy↑x ’(y) for all x. Then∑

!
�!g!(x)’̃( ! x) = �’̃(x) :

For bounded � we may de�ne

(�; ’̃) =
∑
x
�(x)’̃(x) :

Writing
M�’̃ =

∑
!
�!g!(x)’̃( !x)

we have
(�;M�’̃) = (M̂�; ’̃) ;

and we �nd
(�; ’̃) = �−1(M̂�; ’̃) :

Therefore
(�; ’̃) = �−n(M̂ n�; ’̃) :

Since |�|¿ R̂ we have �−n‖M̂ n‖0 → 0 for n→∞, hence (�; ’̃) = 0 for all
� so that ’̃ = 0, i.e., ’ is continuous.

Corollary 3.4. If R̂ ¿ R and �̂ is an eigenvalue of M̂ acting on B (with

R ¡ |�̂|5 R̂) then �̂
−1
is a zero of �̂ (z) = Det#(1− zM̂).

Proof. If ’ ∈ B ⊂ L2(�) tends to zero at in�nity and only has regular discon-
tinuities, we have

((1 +D)’)(y) =
∫ − d’(x){ 12 sgn (x − y)
+
∑
!
zg!(x)[(1− zM)−1 12 sgn ( · − y)]( ! x)}

+
∫ ∑

!
d(zg!(x)’(x))[(1− zM)−1 12 sgn ( · − y)]( ! x)



Sharp determinants 565

=
∫ − d’(x)[(1 + zM(1− zM)−1) 12 sgn ( · − y)](x)
+
∫
d
(
z
∑
!
�!g!( −1! x)’( 

−1
! x)

)
× [(1− zM)−1 12 sgn ( · − y)](x)

= −∫ d(’(x)− (zM̂ ’)(x))[(1− zM)−1 12 sgn ( · − y)](x) :

If we take z = �̂
−1

and assume M̂ ’ = �̂’ (by the dual Lemma 3.3 ’ is
continuous and tends to zero at in�nity), the right-hand-side vanishes, hence
(1 + D)’ = 0, i.e., −1 is an eigenvalue of D(z) hence the regularized de-
terminant Det2(1 + D(z)) vanishes (see Simon [1979]), and therefore also
�̂(z) = Det?(1 +D(z)) = 0.

Theorem 3.5. The determinant �(z) = Det#(1−zM) is holomorphic for |z|¡
R̂−1, vanishes only at points �−1 where R̂ ¡ |�|5 R, and � is an eigenvalue
ofM acting on B. The multiplicity of �−1 as a zero of �(z) is the multiplicity
of � as an eigenvalue of M.

Proof. The dual of Corollary 3.2 shows that �(z) is holomorphic for |z|¡ R̂−1.
In this region, Corollary 3.2 shows that the inverse �−1(z) = �̂(z) either
is everywhere holomorphic (if R̂ ¿ R) or holomorphic except for isolated
singularities occuring only at points �−1 where R̂ ¡ |�| 5 R, and � is an
eigenvalue of M (if R̂ ¡ R).
In fact, if � is an eigenvalue of M, �(z) vanishes at �−1 by the dual of

Corollary 3.4. If � is a simple eigenvalue of M, then �−1 is a simple zero of
�(z) because (by Corollary 3.2) it is at most a simple pole of �̂(z).
Finally, if � is an eigenvalue of multiplicity k of M, a small perturbation

of M (with respect to ‖ · ‖A) will replace � by k simple eigenvalues, and
therefore a small perturbation of �(z) will have k simple zeroes. Therefore
�(z) itself has a zero of order k at �−1, so that �̂(z) = �−1(z) has in fact a
pole of order k at �−1.

Remark. In Theorem 3.5 we recover in particular, by the means of a totally
di�erent proof, a previous result on weighted zeta functions of positively expan-
sive piecewise monotone maps (Baladi–Keller [1990]), but only in the special
case when the weight is continuous and vanishes at the endpoints of the inter-
vals of monotonicity. See also Mori [1992]. See Ruelle [1994] for more general
results.

Corollary 3.6. The function

M→ Det#(1−M)

is holomorphic in

{M ∈A : R̂ ¡ 1} ;
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and meromorphic without zero in

{M ∈A : R ¡ 1} :

Proof. This is because, for R̂ ¡ 1 the maps

M 7→ M̂ 7→ D̂(1) 7→ Det?(1 + D̂(1)) = Det#(1−M)
are holomorphic, while for R ¡ 1 the maps

M 7→ D(1) 7→ Det?(1 +D(1)) =
1

Det#(1−M)
are holomorphic. Here we consider D(1) as an element of the Banach space
of bounded Kernels Dxy (with the uniform norm), and similarly for D̂(1).

Appendix

In this appendix we see how the sharp determinant Det#(1 − zM) of a �xed
operator M of the form (2.2) can be obtained as a limit of determinants
of �nite kneading matrices (Milnor–Thurston [1988], Baladi-Ruelle [1994],
Ruelle [1993]). From this, we obtain convergence of the discrete spectrum
of approximations of M.
We use the assumptions and notations of Sect. 2, considering only the case

where the set of indices ! is �nite (the countable case can be treated by con-
sidering �nite approximations, see e.g. Ruelle [1993]). The idea is to approach
each g! by a sequence of �nite linear combinations gn! of functions

�x
! =

1
2 (−�(u!; x) + �(x; v!)) ;

where J! = (u!; v!) contains the support of g! and �(a; b) is the character-
istic function of (a; b). More precisely, at the nth step we decompose the
interval [u!; v!] into a �nite number of intervals [tk−1; tk ] = [tn!; k−1; t

n
!; k ] (with

limn→∞max!; k |tn!; k − tn!; k−1| = 0), and place the mass Gn!; k =
∫ tk
tk−1

dg!(x) =

g(tk)−g(tk−1) at Xk = X n!; k ∈ (tk ; tk−1). This amounts to taking gn! =
∑

k G
n
!; k

�Xk
! , and produces an approximation of dg!(x) by dgn!(x) in the weak sense

(in the dual of the space of continuous functions). Also, the gn! tend uniformly
to g!, because g! is of bounded variation and continuous, and vanishes at the
endpoints of J!:∫
dg!(x)�x

!(y) = −∫ dg!(x)�y
!(x) =

1
2

[
lim
x↑y

g!(x) + lim
x↓y

g!(x)
]
= g!(y) :

We may consider the following operators, acting on B:

Mn�(x) =
∑
!
gn!(x)�( ! x)

M̂ n�(x) =
∑
!
�!gn!( 

−1
! x)�( 

−1
! x) : (A:1)
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Using the atomic measures dgn!, we may de�ne the sharp traces of Mn, M̂n

and their powers by (2.1) and linearity, and Proposition 2.4 still holds. (We do
not claim that all results of Sects. 2 and 3 hold in this discontinuous setting.)
Consider an approximation gn! =

∑
k G

n
!; k�

Xk
! as described above, and

construct a corresponding sequence Fn of families, indexed by � = (!; k;±):
J n!; k;− = (u!; X

n
!; k) ; J n!; k;+ = (X

n
!; k ; v!) ;

 n!; k;± =  !|(Jn!; k;±) ; �n!; k;± = �! ; Gn!; k;± = ± 1
2G

n
!; k :

Since each Gn� is constant, we are in the setting considered by Ruelle [1993].
The operators de�ned by (A.1) can also be written:

Mn�(x) =
∑
�
Gn��Jn� (x)�( 

n
� x)

(similarly for M̂n). Note that the sharp trace of Mn (M̂n) can also be com-
puted from the above decomposition.
Using for m= 1 the notation �∼ = (�1; : : : ; �m), and | �∼ | = m, we de�ne

J n�∼
= J n�1 ∩ ( n�1)−1(J n�2 ∩ ( n�2)−1(· · · ( n�m−1)−1J n�m))) ;

and  n�∼
: J n�∼

→R by  n�∼
= n�m ◦ · · · ◦  n�1 . If J n�∼-∅ we also write J

n
�∼
= (un�∼

; vn�∼
).

Finally, we set

Gn(�∼) =

| �∼ |∏
i=1
Gn�i ; �(�∼) =

| �∼ |∏
i=1
��i :

The �rst important observation is that, for all m, n,

Tr #Mm
n =

∑
| �∼ |=m

L1( n�∼
)Gn(�∼) ;

Tr #M̂
m
n =

∑
| �∼ |=m

�(�∼)L1(( 
n
�∼
)−1)Gn(�∼) ; (A:2)

where the Lefschetz numbers L1( ), for  : (a; b) → R are as de�ned in
Ruelle [1993]:

L1( ) = 1
2 [sgn (

� (a)− a)− sgn ( � (b)− b)] ;
with � the extension of  to [a; b] by continuity. (To see this, we apply as we
may the de�nition of the trace to Mm

n and M̂
m
n written as sums over �∼.)

The zeta function associated with the families Fn (Ruelle [1993]) is

�n(z) = exp
∑
�∼

z| �∼ |

| �∼ |
L( n�∼

)Gn(�∼) (A:3)
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with Lefschetz numbers L( ) = L0( ) + L1( ), where, writing � = +1 if  is
increasing, � = −1 otherwise,

L0( ) =
�
2
[del ( � (a)− a) + del ( � (b)− b)] ;

and
del (�) =

{
+1 if � = 0
0 otherwise :

Considering Mn acting on bounded functions we set Rn = limm→∞
(‖Mm

n ‖0)1=m, and similarly R̂n. Ruelle [1993] proved that the spectral radius
of Mn acting on B is not bigger than max(Rn; R̂n), that its essential spectral
radius is not bigger than R̂n (using the duality between Mn and M̂n we may
assume that R̂n 5 Rn), and that the zeta function �n(z) is holomorphic in the
disc of radius R−1n , and coincides in this disc with the kneading determinant
which we now de�ne. Consider the set {a1 ¡ · · · ¡ aLn} of all endpoints of
the intervals J n� . The Ln × Ln kneading matrix is:

Dnij(z) = �ij +
∞∑
m=1
zm
[
D(m)+ij − D(m)−ij

]
;

where

D(m)+ij = lim
x↓ai

∑
�:un�=ai

Gn�[M
m−1
n

(
1
2 sgn ( · − aj)

)
]
[
 �(x)

]
D(m)−ij = lim

x↑ai

∑
�:vn�=ai

Gn�[M
m−1
n

(
1
2 sgn ( · − aj)

)
]
[
 �(x)

]
:

The kneading determinant is det
[
Dnij(z)

]
= �n(z). Ruelle also proved that the

zeta function �n(z) admits a meromorphic extension to the disc of radius 1=R̂n,
and that in the disc of radius min(1=R̂n; 1=R̂n; �), where R̂n; � is obtained by
considering the operator

M̂n; ��(x) =
∑
!
gn!( 

−1
! x)�( −1! x) ;

the poles of �n(z) coincide (including multiplicities) with the inverses of the
eigenvalues � of Mn with max(R̂n; R̂n; �)¡ |�|5 Rn.
Replacing the families Fn by the dual families, we may de�ne a dual zeta

function �̂n(z) (L0( ) + L1( ) being replaced by �L0( )− L1( ) in (A.3) and
a dual kneading matrix D̂nij(z). We have �̂

n(z) = det [D̂nij(z)], and the function

�̂n(z) is analytic in the disc of radius 1=R̂n. In general, �n · �̂n-1, but Ruelle
proves that in the disc of radius min(1=R̂n; 1=R̂n; �) the zeroes of �̂n(z) coincide
with the inverses of eigenvalues of Mn (including multiplicities). We have:

Theorem. The approximations gn! of the g! may be chosen in such a way that
the holomorphic functions �̂n(z) converge to the holomorphic function Det#(1−
zM) in the disc of radius 1=R̂. In particular; if R̂ ¡ R; the set of eigenvalues
of Mn acting on B (counted with multiplicities) in R̂ ¡ |�| 5 R converges
to the set of eigenvalues of M acting on B (counted with multiplicities) in
the same annulus.
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Proof. De�ning R̂� by analogy with R̂n; �, we �rst remark that R̂� = R̂. Indeed,
for any �xed m, let the function � with ‖�‖0 = 1 satisfy ‖M̂

m
�‖0 = ‖M̂ m‖0,

and consider the set Zm = {x :  −1!∼ (x) =  −1!∼
′ (x)with |!∼ | = |!∼ ′| = m ; �(!∼) =

−�(!∼ ′)} (the complement of Zm is open). If the set of points x0 such that
|M̂ m

�(x0)| = ‖M̂ m
�‖0 is a subset of Zm, we modify the function � to en-

sure that �( −1!∼
(x0)±) = �( −1!∼ (x0)), for one of the points x0 and all |!∼ | = m

(without changing the uniform norm or the value �( −1!∼
x0)). Since the g!

are continuous, for each  ¿ 0, we may thus �nd x ∈| Zm with |M̂
m
�(x)| =

‖M̂ m
�‖0−, and construct �� with ‖��‖0 = 1 and ��( −1!∼ y) = �(!∼)�( 

−1
!∼
y)

for |!∼ | = m and all y in a small neighborhood of x. Then ‖M̂ m
� ��‖0 =

‖M̂ m
�‖0 −  so that ‖M̂

m
� ‖0 = ‖M̂ m‖0. By symmetry we obtain the other

inequality.
Using the submultiplicativity of the sequence ‖M̂ m

n ‖0 for m = 0, and the
uniform convergence of the gn! to the g!, one obtains lim supn→∞ R̂n 5 R̂,
and lim supn→∞ R̂n; � 5 R̂� = R̂, in particular for any  ¿ 0 �̂n is holomorphic
in the disc of radius (R̂+ )−1 for large enough n.

By the de�nitions and the observation (A.2), to prove the convergence of
�̂n(z) to Det#(1− zM) it su�ces to show that for all m,

lim
n→∞Tr

#Mm
n = Tr

#Mm ; (A:4)

and
lim
n→∞

∑
| �∼ |=m

�(�∼)L0( 
n
�∼
)Gn(�∼) = 0 ; (A:5)

together with a uniform bound on |�n(z)| for all |z|5 (R̂+ )−1. Convergence
of the discrete spectrum then follows from the above-mentioned results of
Ruelle [1993].
It will su�ce to prove that for every �xed M0, the approximations gn! of

the g! may be chosen such that (A.4) and (A.5) hold for all m 5 M0. We
�rst consider (A.4). We must see that, for all m5 M0,∑

!1 ;:::;!m

∫
d(gn!1(x)g

n
!2
( 1x) · · · gn!m( !m−1 ◦ · · · ◦  !1x))

× 1
2 sgn  !m ◦ · · · ◦  !1(x)− x)

converges to ∑
!1 ;:::;!m

∫
d(g!1(x)g!2( 1x) · · · g!m( !m−1 ◦ · · · ◦  !1x))

× 1
2 sgn ( !m ◦ · · · ◦  !1(x)− x)

when n → ∞. We �x a sequence !∼ = (!1; : : : ; !m), and write gj, gnj , and

 j, for g!j , g
n
!j , and  !j . The main observation is that (2.6) holds for m = 2
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because the gnj are regular, and that for m= 3 the correction is of the form

d(gn1(x)g
n
2( 1x) · · · gnm( m−1 ◦ · · · ◦  1x))

−
m∑
i=1
d(gni ( i−1 ◦ · · · ◦  1x))

[∏
‘-i
gnl ( ‘−1 ◦ · · · ◦  1x)

]

=
m−2∑
i=1

[
i−1∏
j=1
gnj ( j−1 ◦ · · · ◦  1x)

]
d(gni ( i−1 ◦ · · · ◦  1x))

×
{[

m∏
l=i+1

gn‘( l−1 ◦ · · · ◦  1 · )
]
reg

(x)−
[

m∏
l=i+1

gn‘( ‘−1 ◦ · · · ◦  1x)
]}

;

where ’reg(x) = 1
2 (’(x+)− ’(x−)). (Because for general ’1, ’2 of bounded

variation d(’1’2) = (’1)regd(’2)+(’2)regd(’1).) Since the gi are continuous,

cn = sup
i;!1 ;:::;!i

∑
!i+1 ;:::;!m

∣∣∣∣[ m∏
‘=i+1

gn!‘( !‘−1 ◦ · · · ◦  !1 · )
]
reg

(x)

−
m∏

l=i+1
gn!‘( !‘−1 ◦ · · · ◦  !1x)

∣∣∣∣
tends to zero as n→∞, so that the sum of all corrections

∑
!1 ;:::;!m

m−2∑
i=1

∣∣∣∣∣∫ d(gn!i ( !i−1 ◦ · · · ◦  !1x))
[
i−1∏
j=1
gn!j ( !j−1 ◦ · · · ◦  !1x)

]

·
{[

m∏
l=i+1

gn!l( !l−1 ◦ · · · ◦  !1 · )
]
reg

(x)

−
[

m∏
l=i+1

gn!l( !l−1 ◦ · · · ◦  !1x)
]}

· 1
2
sgn ( !∼(x)− x)

∣∣∣∣
5
cn
2

m−2∑
i=1

∑
!1 ;:::;!i

[
i−1∏
j=1
sup |gn!j |

] ∫ |d(gn!i)|
5

m−2∑
i=1

cn
2

∑
!1 ;:::;!i

i∏
j=1
Var gn!j 5

m−2∑
i=1

cn
2

(∑
!
Var g!

)i
tends to zero as n→∞. Fixing again a sequence !∼, it thus su�ces to verify
that

Ln!∼
=

m∑
i=1

∫
d(gni ( i−1 ◦ · · · ◦  1x))

[∏
l-i
gnl ( l−1 ◦ · · · ◦  1x)

]
1
2 sgn ( !∼(x)− x)
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converges to

L!∼ =
m∑
i=1

∫
d(gi( i−1 ◦ · · · ◦  1x))

[∏
‘-i
gl( l−1 ◦ · · · ◦  1x)

]
1
2
sgn ( !∼(x)− x)

when n → ∞. We introduce the set S!∼ = {� :  !∼� = �}. Since the g
n
i only

have �nitely many discontinuities and tend uniformly to the gi, we obtain the
desired convergence as follows: By making good choices of the division points
tk we may avoid intervals [tk−1; tk ] such that their images by compositions
 −11 · · ·  −1i−1 intersect on S!∼ only at an endpoint. In the intervals containing u!j
and v!j , we may assume gj and g

n
j to vanish. In the other intervals we arrange

that if  −11 · · ·  −1i−1[tk−1; tk ] contains a point of S!∼, then also  
−1
1 · · ·  −1i−1Xk ∈

S!∼. With such a choice, the contribution to L
n
!∼
coming from an open inter-

valwhere  !∼x ¿ x or  !∼x ¡ x tends to the corresponding contribution to L!∼.
(Note that S!∼ is closed and {� :  !∼� ¿ �}, {� :  !∼� ¡ �} are open. To
ensure convergence of Ln!∼

to L!∼ for a �nite family of !∼’s we have to ensure
that in each small interval (tk−1; tk) a point Xk is chosen such that Xk belongs
to each of a �nite number of closed sets T� =  !(�)i−1 · · ·  !(�)1S!∼(�) with
T� ∩ [tk−1; tk ]-∅. This can be achieved by subdividing the intervals [tk−1; tk ].
Indeed, for any two T�, T� so that T� ∩ [tk−1; tk ]-∅ and T� ∩ [tk−1; tk ]-∅
either T� ∩ T� ∩ [tk−1; tk ]-∅ or we can divide [tk−1; tk ] into �nitely many
subintervals, each of which intersects only one of the T� or T�. Repeating
a similar construction we can arrange that if an interval [tk−1; tk ] intersects
certain T�’s, it contains a point of their common intersection, which we may
take as Xk .)
Finally, when choosing the Xk , we may in fact remove from S!∼ the points

with an at most countable neighbourhood in S!∼: At most countably many
points are thus excluded, since the gi are continuous, a countable set is negli-
gible for d(gi( i−1 ◦ · · · ◦  1x)). Using this remark we see that we can require
that X n!′ ; k′ = X

n
!; k if and only if k = k

′ and ! = !′.
We now check (A.5). For m = 1, the fact that the gn! vanish at u! and v!,

and that the Gn� have opposite signs on opposite sides of all other endpoints
of the intervals J n� yields

∑
� ��L0( 

n
� )G

n(�) = 0. For m = 2, a composition
 �j ◦ · · · ◦  �i can send an endpoint of J n�i to an endpoint of J n�j+1 and make the
sum nonzero. We note that we may modify slightly each  ! outside of the sup-
port of g! (which contains the support of gn! for all n) to ensure that the sets
S!∼ for |!∼ |5 M0 do not contain any u! or v! (therefore, the endpoints of J �∼
of the form u! or v! cannot contribute to the function L0, we call them trivial
endpoints). Fixing some m = 2, we observe that for each cyclic permutation
�
∼
∗ of �∼ we have

�(�∼
∗)L0( n�∼

∗)Gn(�∼
∗) = �(�∼)L0( 

n
�∼
)Gn(�∼) :
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We choose a representative �∼
∗ of the equivalence class [�∼] (for the equiva-

lence relation generated by the cyclic permutations) such that if there exists a
composition  �j ◦ · · · ◦  �i sending the non trivial endpoint of J n�i to the non
trivial endpoint of J n�j+1 then �∼

∗ is obtained from �
∼ by applying the circular

permutation sending j + 1 to m (for one of the possible i 5 j satisfying the
requirement). Then∣∣∣∣∣∣∣∣

∑
| �∼ |=m

�(�∼)L0( 
n
�∼
)Gn(�∼)

∣∣∣∣∣∣∣∣5 m ·

∣∣∣∣∣∣∣∣
∑

[�∼]:| �∼ |=m
�(�∼

∗)L0( n�∼
∗)Gn(�∼

∗)

∣∣∣∣∣∣∣∣
5 m · ∑

| �∼
′|=m−1

|Gn(�∼
′)| · sup

�
|Gn� |

5 m · sup
�
|Gn� | ·

(∑
�
|Gn� |

)m−1

5 M0 · sup
�
|Gn� | ·

(∑
!
Var g!

)M0−1
(A:6)

Indeed, if �∼
∗ is the representative of a class with a non-cancelled contribu-

tion, then for some 05 k, the map  n�∗m−1
◦ · · · ◦  n�∗m−1−k sends the non trivial

endpoint of J n�∗m−1−k
to the non trivial endpoint of J n�∗m . Since the non-trivial

endpoints are pairwise distinct, if the �rst m−1 components of �∗ are speci�ed,
the last one is unambiguously de�ned. The right hand-side of (A.6) tends to
zero when n→∞, because continuity of the g! implies that each Gn� tends to
zero.
We must still verify that the �̂n(z) = det [D̂nij(z)] are uniformly bounded

when |z| ¡ (R̂ + )−1. We shall check that the condition of the main lemma
in Baladi [1995] is satis�ed.
The index set An = {â1; : : : ; âLn} can be partitioned into two subsets An =

A0n∪A1n, where A0n is the set of endpoints of the original dual intervals [û!; v̂!] =
 !J!.

For âi ∈ A0n and all large enough n, we have for 15 j 5 Ln.

D̂(m)+ij = lim
x↓âi

∑
�:û�=âi

��Gn�[M̂
m−1
n ( 12 sgn ( · − âj))]

[
 −1� (x)

]
= lim

x↓âi

∑
!:û!=âi

�!gn!( !)
−1(x)[M̂

m−1
n ( 12 sgn ( · − âj))][ −1! (x)] = 0 ;

because the gn! vanish near u! and v!. Similarly D̂
(m)−
ij = 0, so that for âi ∈ A0n

we have D̂nij(z) = �ij.
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Each âi ∈ A1n is of the form âi =  !(X n!; k(!; i)), for ! in some set 
(i) and
uniquely de�ned k(!; i)s. Thus

D̂(m)+ij =
∑

!∈
(i)
+ �!

Gn!; k(!; i)

2
· lim
x↓âi
[M̂

m−1
n ( 12 sgn ( · − âj))]

[
 −1! (x)

]
D̂(m)−ij =

∑
!∈
(i)

− �!
Gn!; k(!; i)

2
· lim
x↑âi
[M̂

m−1
n ( 12 sgn ( · − âj))][ −1! (x)] :

Hence, for all large enough n and all 15 j 5 Ln

|D̂nij(z)− �ij|5
∑

!∈
(i)
|Gn!;k(!;i)|

∞∑
m=1

|z|m · [| lim
x↓âi
[M̂

m−1
n

1
2 sgn ( · − âj)]|

+ | lim
x↑âi
[M̂

m−1
n

1
2 sgn ( · − âj)]]|( −1! (x))

5
∑

!∈
(i)
|Gn!; k(!; i)|

∞∑
m=1

|z|m · ‖M̂ m−1
n ‖0

5
∑

!∈
(i)
|Gn!; k(!; i)| · |z|

1− |z| · (R̂+ ) :

Since the sets 
(i) are pairwise disjoint and the points X n!; k(!; i) are all di�erent,
we have

∑
âi∈A1n

∑
!∈
(i) |G!; k(!; i)|5

∑
! Var g!, so that∑

i
sup
j
|D̂nij(z)− �ij|

is uniformly bounded for |z| 5 (R̂ + )−1, which concludes the proof of the
theorem.

Remark. We recover in particular the results in Baladi [1995] when each weight
g! is continuous and vanishes at the endpoints of the intervals J!. However,
our method really requires the nonfunctional setting of Ruelle [1993]. In Baladi
[1995], the limitations of the functional setting imposed a certain choice of the
subdivision points (for which the contribution of the L0 remained constant) and
an assumption of constancy of the weight on homtervals. See Mori [1994] for
related results.

Note. In Sharp determinants and kneading operators for holomorphic maps
by V. Baladi, A. Kitaev, D. Ruelle and S. Semmes (IHES preprint, 1995) a
variation on the theme of the present paper is discussed, where homeomor-
phisms of intervals of R are replaced by holomorphic homeomorphisms of
domains of C; the results obtained there are less complete however.
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