Fundamentals of Al

Introduction and the most basic concepts

Distance in data space
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Notion of distance (metrics) in data space

A B 5 D E F G H I J K L M N (o] P

1D !GSMZSSM G5M26867 GSM26868 GSM26869 GSM26870 GSM26871 GSM26872 GSM26873 G5M26874 GSM26875 GSM26876 GSM26877 GSM26878 GSM26879 GSM26880

1007_s_at 10.1865219 8.55465039 10.0171922 9.62855164 B8.98179716 9.32096544 9.47013224 8.95127504 9.50041442 10.4723245 9.24634157 5.02814158 9.80726386 10.0884552 9.42789917
1053_at 714041117 7.9214253 7.19382145 6.33955085  7.0908807 7.14601906 7.11899363 6.1405604 7.07155598 7.54040300 7.13747501 6.68022907 7.3384041 7.00154974 8.10872116
117 _at 3.82411386 4.04754597 3.79189557 3.84224583 3.92385016 4.86809941 3.88504756 3.76331375 4.32971859 3.85711353 3.81477514 3.86303976 3.75730583 3.90036158  3.7273577
121 at 3.61027455 3.54508217 4.54816259 3.74454054 3.61245215 3.92550256  3.6094669 3.52652939 3.64293119 4.04713877 3.46597877 3.49245376 3.67221448 3.66359582 3.61227108
1255_g_at 1.88973308 1.83203391 2.04186476 1.89308074 1.91040953 1.91591151 1.95901919 1.83514593 1.91134886 1.98236692 1.89657927 1.91074736 1.9468854 2.00801479 1.87033852
1294 _at 2,76750098 2.78550183 2.86012235 2.84959436 3.26397282 2.88519676 3.16642211 3.26979855 2.96513014 3.01209778 3.7258176 3.24593083 2.89258523 4.22469552 2.65138376
1316_at 3.56186724 6.00938132 547627387 3.46082345 3.5585646 3.55022131 3.6495575 3.52929593 3.81489528 3.80151472 3.65353504 3.64297291 5.49350683 3.65494323 3.1776103
1320_at 2.73909575 2.68207678 2.97410312 2.73471052 2.78817658 2.79770738 2.90340693 2.67748734 2.78673884 2.94813241 2.74922119 2.78593559 2.88668564 2.98050986 2.62360657
1405 _i_at 6.56570279 6.28698926 4.91331257 7.08328018 B.85548288 8.73393312 7.00368174 95.200745992 7.56290044 7.08242829 8.62383444 6.68093219 6.64318345 9.43959551 7.59805121
1431 _at 2.8344133 2.78755371 3.18847354 2.88404293 2.93762587 2.89823055 3.05244607 2.78417436 2.90076657 3.09872342 2.90011368 2.90453628 3.00948297 3.1228764 2.74311179
1438_at 2.08209982 2.05046004  2.1380021 2.08249533 2.09277912 2.1099077 2.11854206 2.04375093 2.09150681 2.13821066 2.0847717 2.09495798 2.13115924 2.1353399 2.04584187
1487 at 5.54120155 5.35862078 5.46869731 5.52103094 5.51418122 5.55106929 54161482 5.44483428 5.24818751 5.56301699 5.42549692 5.54960823 5.82915837 5.56467106 5.50830277
1494 f at 254757724 2.37930712 2.62709071 2.38154831 244028963  2.4526832 24825064 24207735 2.60409103 245857683 2.43723118 5.2354071 2.48110506 2.49964028 241921899
1598 _g_at 2.7304057 2.67040188 2.59698585 7.93551881 5.34425285 3.13179926 6.57015445 4.4323031 5.18399788 3.88981767 3.85670525 4.88119006 2.70978966 3.85692387 2.75953351
160020 _at 21655937 2.14026455 2.21194547 2.16062823 2.17141169 2.179596571 2.2008294  2.1242019 2.18214481 22125988 2.1687426 2.43832316 2.19630922 2.21189546 2.12666118
1729 _at 7.01826581 6.8620684 6.2748978 5.90084028 6.41997144 6.40378323 6.47535055 6.56605198 6.69687512 647743846 6.83935011 6.77296396 7.3431735%4 6.89120616 6.7314662
1773_at 1.65915684 1.63701805 1.72741313 1.65439452 1.67083716 L.67811536 1.70139307 1.64332524 1.67628101 1.71880406 1.6714433 1.67212824 1.70672522 1.71772136 1.62042599
177 _at 2948784596 2.80836877 3.14969855 2.97643251 2.98608845 3.03205184 3.08209486 2.89669887 2.97915054 3.13159394 2.52393653 3.02575255 3.12900366  3.1146516 2.95474175
179_at 0.57716722 0.55275837 0.63200969 0.57298874 0.58419168 0.59124817 0.61105933 0.56274132 0.59422142 0.62795537 0.58159784 0.58517916 0.61999536 0.61528153 0.5432499
1861 _at 1.18690202 1.15813312 1.221232377 1.17375236 1.18429212 1.20030196 1.27557097 1.15859558 1.19207924 1.65247824 1.18805205 1.19209823 1.22668581 1.2303746 1.15380531
200000 s_at 9.20048723 9.16145477 B.7773438 8.87165851 8.61164901 9.11532903 7.45798008 8.6501605 8.65648402 8.50846148 8.23676007 9.0088335 8.48443715 B8.47810052 B.67504714
200001 _at 10.2111295 9.64241927 8.49184651 9.32048593 9.55080931 9.54725821 9.48348667 9.20829652 9.94634018 9.95504495 9.78220873 5.51833134 10.0545938 9.27885752 9.13860085
200002 _at 11.7416844 12.5435781 12.5946606 11.2449107 11.7915808 11.42435396 12.3739699 11.5708209 10.6073152 124039151 11.1801336 12.3501075 11.8337089 12.0351735 12.0298037
200003 _s_at 11.5080732 12.7295141 11.8924837 11.8114427 11.9696242 12.0234239 12.1696299 12.4044847 11.5106517 12.6009712 11.214454 13.10743 12.5458678 12.3421479 11.8707809
200004 _at 12.8626281 13.0318466 12.3226364 12.9112874 12.5629091 13.1340588 13.0250779 12.8029198 12.9787753 13.1286809 12.748781 13.0629905 13.0935061 13.030989 13.4212022
200005_at 11.2365327 11.0171526 11.7152353 10.4233686 11.1230332 11.294654 10.7547452 10.900953 10.4631057 10.5860537 10.8269418 10.8355385 11.3292254 10.9910538 11.8222214
200006_at 13.4345436 13.07555 13.5937822 13.4856798 13.0954422 13.4686359 13.5762938 13.3161856 13.4856942 13.4635962 13.5249391 13.2203125 13.0822576 13.2736093 13.2935
200007 _at 13.4323845 13.8222834 13.8399309 13.5619045 12.9873835 13.1472475 13.6921953 13.5192546 13.8453793 14.0467732 13.594668 13.7081125 13.3744476 13.8363235 13.4141853

Who is my closest neighbor? o O
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Fuclidean distance Shape of the 2D sphere,
y R=1
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Fuclidean distance

Euclidean distance is the most fundamental distance because physical world is
locally Euclidean (with rather large locality radius!)

Data space is not obliged to be Euclidean metric space

Duality connections between Euclidean distance and Normal (Gaussian)
distribution

Duality connections between Euclidean distance and linear regression, principal
components

Euclidean distance is sometimes denoted as L2-norm or L2-metric



Metric acsioms

1. dlz,y) =02z =y identity of indiscernibles
2. d(z,y) =d(y, x) symmetry
3. d(x,y) < d(z,z)+d(zv) subadditivity or triangle inequality

These axioms also imply the non-negativity or separation condition:

d(z,y) > 0foralz,y € X



L1-distance Shape of the 2D sphere,
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L1-distance Shape of the 2D sphere,
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L1-distance is not rotationally invariant!



Lp-distance

p | & Shape of the spheres
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p < 1 —fractional (pseudo)metrics Fig. 3. Unit spheres for different fractio-

) . . nal metrics (2D)
violates the triangle acsiom!

If a distance acsiom is not satisfied better use word dissimilarity instead of distance or metric!



Correlation dissimilarity =

Corr(X, Y) — COV(X’ Y) Definition of Pearson coefficient, -1 <= Corr<=1

OX0y

Correlation dissimilarity = (1 - Corr(X,Y))/2 >0

also

Absolute correlation dissimilarity =1 - |Corr(X,Y)| >0

“* do not mix with distance correlation, dCor!



Cosine similarity and Angular distance

\/W\/W

cos ! (cosine similarity) B alamy stock photo

CosSim(A,B) =

angular distance =
7y



Distance matrix

* Non-negative, symmetric
e Convenient for searching neighbours

* Inconvenient to store cause the number
of elements grows quadratically:

100000 * 100000 * 2 bytes (float16 size) = 20 Gb of RAM

g1 g2 gz g4 g5 G g7 g8 g9 gio

g1
go
gs
ga
gs
gs
gz
gs
go
g1o

0.0 81 92 7.7 93 23 5.110.2 6.1 7.0
8.1 0.012.0 0912.0 9.510.112.8 2.0 1.0
92120 0.011.2 0.711.1 8.1 1.110.511.5
7.7 0911.2 0.011.2 9.2 9.512.0 1.6 1.1
9.312.0 0.711.2 0.011.2 8.5 1.010.6 11.6
23 9511.1 92112 0.0 5.612.1 7.7 85
5110.1 81 95 85 5.6 0.0 9.1 83 9.3
10.212.8 1.112.0 1.012.1 9.1 0.011.4124
6.1 2.0105 16106 7.7 8.311.4 0.0 1.1
7.0 1.011.5 1.111.6 85 9.312.4 1.1 0.0




k-nearest neighbors, £ = 5

k Nearest Neighbor (kNN) graph

k nearest neighbors graph (k = 3)
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k Nearest Neighbor (KNN) graph is directed!

k nearest neighbors graph (k = 3)

In higher-dimensional
spaces, asymmetry of kNN
graphs increases

This can lead to hubness
(points which are neigbours
of many (>>k) other points)

Hubness might be
detrimental for machine
learning methods based on
kNN graphs




Mutual Nearest Neigbours (MNN) graph

k nearest neighbors graph (k£ = 3)

Mutually
Nearest
Neigbours




Mutual Nearest Neigbours (MNN) graph

Matching objects in two
datasets

o




Mutual Nearest Neigbours (MNN) graph

Matching objects in two
datasets
Mismatch
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Metric learning

* Example: learn the distance function from labeled data

Label Ora Nge By choosing distance:

Make red lines closer!
...... Make blue lines more
| distant!

Labet'Greel

4 X5




Dimensionality curse, measure concentration

Point neighborhood in multidimensional space
of radius €*D, € << 1, where D = mean distance between points
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case

Whennumberof-features>>-numberofobjects

When the intrinsic dimension of the data > log2(number of objects)



